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GUEST EDITOR INTRODUCTION: CYBERTHREATS AND SECURITY 

Cyberthreats and Security 
One of the most challenging aspects of cybersecurity is 
that the problem space grows larger every year as more and 
more of everyday life is converted to digital activity. It is 
hard to think of any aspect of life today that does not in-
volve IT for most of the population. Socializing, banking, 
shopping, dating, and healthcare are all done at least in part 
online. The potential for privacy violations and security 
challenges is seen in daily news reports. As an example of 
everyday cyberthreat and security protection, by the time 
this issue goes to press, the EU’s General Data Protection 
Regulation (GDPR) will have gone into effect. Will this in-

dustry mandate improve online privacy protection by making the reporting of data breaches a 
mandatory requirement for international commerce? Or will more phishing and social engineer-
ing attacks take advantage of GDPR policies? 

Cyberthreats should not be thought of just in the context of IT security and privacy design. Ade-
quate cybersecurity must involve the active participation of everyone in an organization, as well 
as users. Although this can be seen as an enormous burden, the nature of technology is such that 
humans have been responding to challenges and adapting to complex environments for millen-
nia, as well as systematizing solutions for particular applications. Approaches generally reflect 
some variation on the common-sense method of evaluating the problem, preparing, acting, and 
assessing the results.  

Managers learn a plan-do-check-act cycle. Fighter pilots are taught to observe-orient-decide-act. 
In cybersecurity, the latest incarnation of this common-sense approach is the popular NIST Cy-
bersecurity Framework, which teaches identify-protect-detect-respond-recover. As in other 
fields, these activities are intended to be performed in a continuous cycle, modifying plans and 
actions as the organization learns from successes and failures. 

This issue includes articles that touch on all of the activities described above, and in some cases 
more than one phase of the Cybersecurity Framework cycle. We leave it as an exercise for the 
reader to decide how the lessons of each article fit into the different phases of the cycle.  

As cybersecurity is involved with nearly all aspects of life, it is not possible to cover all types of 
security challenges in detail. Instead, the articles describe novel and interesting techniques that 
promote creative ways of thinking about cybersecurity in a broad range of applications.  

IN THIS ISSUE 
In “Advancing Cybersecurity: The Growing Need for a Cyber-Resiliency Workforce,” authors 
Logan O. Mailloux and Michael R. Grimaila address the topic of preparing the next generation 
of cybersecurity professionals who must focus on cyber resiliency—bouncing back from compu-
ting faults, networking failures, cyberattacks, and unpredictable events—especially as the world 
becomes more connected via cyber-physical systems. They uniquely detail several key responsi-
bilities, work roles, and expertise areas for the future cyber-resiliency workforce. 

Morris Chang 
University of South Florida 

Rick Kuhn 
NIST 

Tim Weil 
Alcohol Monitoring Systems 
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“The New Threats of Information Hiding: The Road Ahead” by Krzysztof Cabaj, Luca Cavi-
glione, Wojciech Mazurczyk, Steffen Wendzel, Alan Woodward, and Sebastian Zander deals 
with the threat of using steganography (information hiding) to empower malware. The authors 
provide an overview of information-hiding techniques that can be utilized by malicious software, 
showcase existing and emerging threats, and discuss the future research directions to circumvent 
such threats. Industries and governments are currently asking these questions, and IT profession-
als should be aware of the issues involved.  

In “Internet of Things Forensics: The Need, Process Models, and Open Issues,” Maxim Cher-
nyshev, Sherali Zeadally, Zubair Baig, and Andrew Woodward assess how the Internet of Things 
(IoT) paradigm brings a set of unique and complex challenges to the field of digital forensics. 
They provide a review of the state of the art of conceptual digital forensic models that can be ap-
plied to the IoT environment and discuss open issues that exist in these techniques when applied 
to IoT devices. This field is complex, in particular because of the security tradeoffs, but solutions 
apply to many other industries as well.  

“Experiments with Ocular Biometric Datasets: A Practitioner’s Guideline” by Zahid Akhtar, 
Gautam Kumar, Sambit Bakshi, and Hugo Proenca deals with ocular biometrics, where an indi-
vidual is recognized via iris, retina, sclera, periocular region, or eye movements. This biometric 
trait is gaining more popularity in applications ranging from international border crossings to un-
locking smart devices due to its ease of use and few user-cooperation requirements. The authors 
provide a review of ocular databases available in the literature, discuss 
diversities among these databases, and outline how to choose the 
proper database for experimentation.  

In “The Evolving Cyberthreat to Privacy,” A.J. Burns and Eric John-
son analyze breaches of personally identifiable information and find 
that they are significantly larger than other types of breaches. This 
shows that past breaches can be useful for predicting and mitigating 
future breaches. Considering the basic principles involved can spur 
creative thinking about how to improve cyber defenses.  

Finally, an article that was submitted as a general paper but fit the 
theme of this issue argues that despite the benefits of big data systems, 
they exhibit serious concerns for user privacy. In “Understanding Pri-
vacy Violations in Big Data Systems,” Jawwad A. Shamsi and Mu-
hammad Ali Khojaye provide an overview of privacy in the context of 
big data, categorizing four types of existing privacy violations in big 
data systems and suggesting countermeasures that can be taken. Alt-
hough this article was not considered as part of the special issue and 
was accepted by other reviewers, we thought it important to include it 
in this special issue on cyberthreats and security. 

We hope the articles in this issue will encourage readers to think about cybersecurity in new 
ways. Successfully addressing the cybersecurity needs of new technologies is not an easy task, 
but advances in data analytics, forensics, threat modeling, and other techniques presented in 
these articles can help us meet the challenge.  

DISCLAIMER 
Certain products may be identified in this document, but such identification doesn't imply recom-
mendation by NIST or other agencies of the US Government, nor does it imply that the products 
identified are necessarily the best available for the purpose. 
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THEME ARTICLE: CYBERTHREATS AND SECURITY 

Advancing Cybersecurity  
The Growing Need for a Cyber-Resiliency Workforce 

As the world becomes more dependent on connected 

cyber-physical systems, the cybersecurity workforce 

must adapt to meet these growing needs. The 

authors present the notion of a cyber-resiliency 

workforce to prepare the next generation of 

cybersecurity professionals.  

The ever-growing demand for cyber-enabled systems and services has made cybersecurity one of 
the most serious challenges we face in the 21st century.1 Moreover, the increasing complexity of 
modern safety-critical systems such as automobiles and commercial aircraft makes these ad-
vanced cyber-physical systems difficult to secure.2 For example, the 2017 Ford F-150, a rela-
tively common vehicle, runs software compiled from more than 150 million lines of source 
code.3 Because these advanced cyber-physical systems are composed of multiple subsystems 
with special-purpose networks and dozens of processors, they are especially difficult to secure.4  

Recent examples of such cyber-physical system vulnerabilities include the widely publicized 
Wired hacking demonstration against a Jeep Cherokee and the alleged compromise of a commer-
cial airliner. In the first example, security researchers electronically controlled the Jeep from afar 
via remote connectivity features.5 In the latter example, a single security researcher claimed to 
force the aircraft into an unplanned maneuver via the onboard entertainment system.6 

Perhaps the best-documented open source example of cyber-physical system vulnerabilities is 
captured in Stephen Checkoway and his colleagues’ research detailing several attack paths 
(shown in Figure 1).7 This systematic work demonstrates the need for improved systems security 
approaches that include developing, operating, and maintaining systems designed and built to be 
resilient in the face of disruptive events and cyberattacks. 

Logan O. Mailloux 
Air Force Institute of 
Technology 

Michael R. Grimaila 
Air Force Institute of 
Technology 
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Figure 1. The many attack paths available against automotive vehicles.7 (Reprinted with 
permission from S. Checkoway et al.) 

UNDERSTANDING THE CYBER-RESILIENCY 
PROBLEM 
The fact that cyber-physical systems require more cybersecurity atten-
tion has been brought to light through several initiatives across indus-
try, academia, and even the US Department of Defense.8 For example, 
last year the security training and certification organization SANS 
hosted their first Automotive Cybersecurity Training Summit. Like-
wise, a five-year collaboration between NIST, the NSA, and MITRE 
Corporation (with backing from several industry partners) culminated 
in the recent publication of NIST SP 800-160, which brings new life 
to the specialty discipline of systems security engineering.9  

Although the science of “cyber resiliency”—the ability of a cyber-
physical system to anticipate, withstand, and recover from adverse 
events—has been slow to develop, MITRE’s Cyber Resiliency Engi-
neering Framework provides a good starting point for discussion.10 
Before diving further into the topic, let’s consider for a moment what 
cyber resiliency is and how it is different from cybersecurity. 

At its essence, cyber resiliency focuses on bouncing back or fighting 
through computing faults, networking failures, cyberattacks, and unpredictable events.11 More 
precisely, this means cyber-physical systems are required to maintain essential operational capa-
bilities regardless of the threats they face (malicious or non-malicious) or where they originate 
(natural or man-made).12 Thus, the resiliency of cyber-physical systems is much more than 
merely building more secure networks and software—it requires the ability to plan for and re-
cover from hazardous events (expected or unexpected) through designing and building in afford-
able and trustworthy security and resiliency features.13 Although many formal definitions of 
resiliency exist,11 a readily understandable working definition of resiliency for cyber-physical 
systems is provided in Table 1.10,14 

 

At its essence, cyber 

resiliency focuses on 

bouncing back from 

computing faults, 

networking failures, 

cyberattacks, and 

unpredictable events. 
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Table 1. Definition and attributes of resiliency for cyber-physical systems. 

Term Definition 

Resiliency The ability of a cyber-physical system to anticipate, withstand, and 
recover from adverse events. 

Attribute Description 

Anticipate 

Preparations for known, predicted, and unknown events to include 
changes in the operational environment, modes of operation, busi-
ness/mission functions, emerging threats, integration of novel tech-
nologies, and other necessary changes. 

Withstand 
To absorb the negative impacts of adverse events such as system 
faults, user errors, software bugs, hardware failures, and cyberat-
tacks. 

Recover 

To restore operations (and desired functionality) to an acceptable 
level within a specified time and performance requirement. Ideally, 
recovery also includes the ability of the system to “adapt” to reduce 
the impact of future adverse events. 

 

Table 2 provides a comparison of why the security and resiliency of cyber-physical systems is 
different than conventional network-based cybersecurity.2 While the intent of a robust cyberse-
curity program is good risk management, most traditional cybersecurity efforts are not holistic 
and tend to focus on protecting valuable assets.15 Conversely, successful cyber-resiliency strate-
gies involve understanding how mission-critical systems contribute to operational-level perfor-
mance. For example, a mass transit system must safely transport people from one location to 
another without delay or cause for concern. While it might sound simple, this essential business 
operation requires several complex interactions among paying customers, supporting and ena-
bling systems, the physical domain, and the information domain—all of which must be consid-
ered when designing for cyber resilience. 

Table 2. Comparison of cyber-physical systems and traditional cyber attributes. 

Comparative    
attributes 

Cyber-physical systems Traditional cyber attributes 

Business        
advantage 

Focused on real-time opera-
tions, ensuring the system is 
successful; considers what the 
business does to make a 
profit. 

Focused primarily on protect-
ing assets, mostly preventa-
tive with intense moments of 
reaction; considers what valu-
able business assets need to 
be protected. 

Prioritization of 
the C-I-A triad 
(confidentiality, 
integrity, availa-
bility) 

Focused on availability with 
assumed integrity and little re-
gard for confidentiality. 

Focused on retaining confi-
dentiality of data along with 
integrity, and less priority on 
availability. 

Scale of the 
complexity chal-
lenge 

Complex interactions lead to 
poorly understood emergent 
behaviors. 

Interactions might be compli-
cated but are mostly linear, 
leading to well-understood 
behaviors. 
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Systems view: 
people, pro-
cesses, and 
technology 

These socio-technical systems 
require nearly constant inputs 
from users and sensors to 
monitor and control. 

Mostly focused on technical 
security solutions and data 
security. 

THE CYBER-RESILIENCY WORKFORCE 
Having established a baseline understanding of cyber resiliency for cyber-physical systems, we 
now propose a basic job description to set expectations for the emerging cyber-resiliency work-
force. Note that this description is meant for consideration by the broader cybersecurity commu-
nity as the need for cyber-resiliency personnel is rapidly increasing across industry, academia, 
and government. Moreover, it is our hope that this discussion will help clarify the cyber-resili-
ency problem for cyber-physical systems. 

Cyber-resiliency professionals provide holistic security solutions to ensure that mission-
essential and safety-critical cyber-physical systems maintain effective functionality when 
operating despite facing adverse events. 

Workforce Responsibilities 
Based on this job description and discussions with senior security personnel, we present several 
cyber-resiliency responsibilities. These responsibilities emphasize task execution and desired 
outcomes, and are organized such that job-specific duties can be understood more concretely. 
Additionally, these responsibilities can be used to inform education and training programs, ca-
reer development paths, and roles within larger organizations.  

1. Develop holistic, resiliency-informed system views that thoroughly account for the 
complexities and real-time operational constraints associated with operationally ori-
ented cyber-physical systems.  

2. Analyze the system’s execution of essential business/mission operations in dynamic 
cyber-physical environments to include consequences from advanced cyberthreats, dis-
ruptions, disasters, and unpredictable emergent behaviors. 

3. Define business/mission and system-level problem spaces accounting for cyber-related 
operational challenges and complex system-of-systems cyber dependencies.  

4. Develop feasible resiliency strategies and objectives by considering current and future 
cyberthreat capabilities, criticality of the cyber-physical system’s operation, and poten-
tial risks. 

5. Perform security and resiliency requirements definition, engineering, and traceability 
tasks across the system’s entire lifecycle. 

6. Accomplish program management activities to ensure timely and integrated cybersecu-
rity and resiliency solutions into program schedules, designs, and milestones. 

7. Execute innovative engineering approaches toward the successful development, field-
ing, operation, and maintenance of secure and resilient cyber-physical systems. 

8. Analyze potential solutions and their impact on personnel, processes, and technologies 
that reduce both technical and operational risk while meeting the system’s performance 
expectations. 

9. Perform tradeoff analysis of potential security and resiliency solutions for feasibility to 
include cost, performance, and schedule impacts. 

10. Conduct testing activities that produce evidence of correct implementation of selected 
security and resiliency solutions. 
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Workforce Roles 
In addition to the aforementioned responsibilities, we present several 
example cyber-resiliency work roles for consideration. While these 
work roles are largely dependent upon the experience level (novice, 
journeyman, or expert) and job-specific requirements, they are in-
tended to illustrate how a cyber-resiliency professional might be re-
quired to communicate and interact with other personnel and 
organizations, including business/mission owners, managers, and 
other security specialists.  

Sample expert-level work roles: 

• Provide cyber-resiliency technical leadership to include con-
sidering competing designs, reviewing network architectures 
and documentation, and delivering presentations to a wide as-
sortment of interested parties. 

• Manage and/or interact with personnel (formally and infor-
mally) to provide technical guidance, mentoring, training, ca-
reer development, and supervision. 

• Initiate, build, and maintain relationships with key decision 
makers and stakeholders within and outside the organization. 

Sample novice/journeyman-level work roles: 

• Contribute as a team member to the development, analysis, and/or implementation of 
cyber-resiliency solutions. 

• Inform team members of evolving security policies, standards, and approaches. 
• Teach team members how to use existing and innovative cyber-resiliency tools, tech-

niques, and procedures. 

CYBER-RESILIENCY WORKFORCE EXPERTISE 
Another way to examine the emerging need for resiliency-aware cybersecurity personnel is to 
consider the necessary areas of expertise for advanced cyber-physical systems, as shown in Fig-
ure 2. The cyber-resiliency workforce of the future will need to possess expertise in security and 
resiliency, relevant operational domains, and the system development lifecycle. The ideal cyber-
resiliency professional would possess expertise in all three areas; however, we recognize that ex-
pertise requires years of experience to achieve (more than 10 years in some cases).16 Thus, a 
more reasonable goal might be to require expertise in one area and familiarity in the other two. 
While it is difficult to determine which area is most important, modern decision makers often 
require security-focused personnel to make decisions in accordance with stated business goals 
and not the newest technological innovations. 

The cyber-resiliency 

workforce of the 

future will need to 

possess expertise in 

security, resiliency, 

relevant operational 

domains, and the 

system development 

lifecycle. 
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Figure 2. Multiple expertise areas are required for the cyber-resiliency workforce (CRW). 

Building the Cyber-Resiliency Workforce 
Assuming the cyber-resiliency workforce of the future will mature from the existing pool of cy-
bersecurity personnel, the workforce must first learn essential resiliency concepts and principles. 
While there are hundreds (and potentially thousands) of sources available to understand and ap-
ply cybersecurity concepts, there are relatively few that discuss resiliency.17 As a baseline, 
cyber-resiliency professionals should gain a working knowledge of system design, development, 
verification, and validation of software, hardware, and firmware.9 Moreover, consideration for 
the appropriate level of technical and analytical rigor is important to ensure that cyber-resiliency 
solutions are feasible to key stakeholders.9  

System development and program management experience is also critical because security and 
resiliency solutions are competing against other business/mission needs in resource-constrained 
environments. More so now than ever, the challenge of developing secure and resilient systems 
requires consideration across the system’s entire lifecycle, from conceptual design phases to se-
cure operation—including consideration for increasingly costly upgrades, modifications, recalls, 
and patches. Accordingly, proficiency with engineering processes, project milestones, design re-
views, and decision criteria are necessary to design for resilient cyber-intensive systems.  

Lastly, it is paramount for cyber-resiliency personnel to learn to communicate more effectively 
with domain-specific operators and managers. This is because domain expertise is critically im-
portant for gaining a fuller understanding of how to securely operate cyber-physical systems and 
meet key resiliency requirements.18 For example, experience with aircraft operations (and/or 
maintenance) is essential for understanding how cyberthreats and incidents can negatively im-
pact the system’s ability to perform its intended mission.  

Because this level of experience is rare, forward-looking cybersecurity professionals should ac-
tively seek out opportunities to gain familiarity and experience with the implementation of resili-
ency solutions in cyber-physical systems.19 

DEVELOPING CYBER-RESILIENCY KNOWLEDGE, 
SKILLS, AND ABILITIES 
To further understand the expertise required by cyber-resiliency professionals, we briefly discuss 
job-specific knowledge, skills, and abilities (KSAs). Although KSAs are often used in formal 
settings such as government employment, these three terms often cause confusion because they 
are used too informally. For example, while “knowledge” is fairly well understood as facts and 
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information, the differentiation between “skills” and “abilities” is less clear. Abilities tend to be 
inherent capabilities whereas skills are learned behaviors. 

Research shows that expert performance is predominately recognized in the form of superior 
skills rather than knowledge gained or inherent ability. For example, the performance of an ex-
pert is most notable in their timeliness, consistency, and discernment.17 More formally, we con-
sider these skills as the acquired proficiency to perform job-related tasks such as programming 
secure software, executing test activities, and performing formal security analysis. Thus, those 
seeking to advance their cybersecurity careers should focus on improving their cyber-resiliency 
skills through new training opportunities and challenging work-related experiences. While the 
skills associated with resiliency are not well defined, ongoing work toward this goal is being per-
formed by NIST through the National Initiative for Cybersecurity Education (NICE) framework 
in NIST SP 800-181, the NIST cyber-physical working group, and NIST SP 800-160 vol. 2, 
which is focused on resiliency. These timely efforts mean that individuals and companies have 
an excellent opportunity to learn and invest in the next generation of resiliency experts. 

CONCLUSION 
There is a rapidly growing opportunity for cybersecurity professionals to meet the needs of in-
dustry and government in the development of secure and resilient cyber-physical systems. This 
article uniquely details several key responsibilities, work roles, and expertise areas in order to 
prepare the cyber-resiliency workforce of the future. We provide direction to professionals seek-
ing to advance their cybersecurity careers in resiliency and encourage motivated individuals to 
seek out additional opportunities to engage in challenging cyber-resilience experiences where 
possible. 

DISCLAIMER 
The views expressed in this article are those of the authors and do not reflect the official policy 
or position of the United States Air Force, the Department of Defense, or the US Government. 
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The New Threats of 
Information Hiding 
The Road Ahead 

 

A recent trend involves exploiting various information-

hiding techniques to empower malware—for example, 

to bypass mobile device security frameworks or to 

exfiltrate sensitive data. The authors provide an 

overview of information-hiding techniques that can be 

utilized by malware. They showcase existing and 

emerging threats that use different types of data-

hiding mechanisms (not just those adopting classical 

covert channels), with the goal of monitoring these 

threats and proposing efficient countermeasures.  

 

 

The use of information-hiding techniques, often referred to as steganography, to commit cyberat-
tacks or crimes has received relatively little attention in the academic literature or the media. 
When mentioned, steganography is typically discussed in the context of covert communication 
between extremist individuals or groups.1 Even then, some argue that there is little or no evi-
dence that steganography is in use. While large-scale surveys found no conclusive traces of the 
use of data hiding, some researchers warn against concluding that it is not in use.2  

Recently, there have been signs that things are starting to change. Reports from McAfee3 and 
Kaspersky4 recognized the role that information hiding plays in current malicious software and 
that it is highly likely to gain additional importance in the future. Furthermore, because of the 
sensitivity of the subject, organizations are often reluctant to report the detected use of steganog-
raphy to the public.5  
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Historically, cryptography has been a more widely discussed topic than steganography, espe-
cially in law enforcement. In the past, the mere existence of encrypted communications and data 
would have raised suspicions, but it is a frequent scenario today. For example, malware using 
encrypted communications for command and control (C&C) purposes might previously have 
stood out from regular network traffic, but now it is effectively hidden within the “background 
noise” of routinely encrypted data exchanged in the network. Nevertheless, encrypted communi-
cations can be detected relatively easily, and ancillary techniques—such as traffic analysis or 
metadata recovery—allow for at least some intelligence to be derived from encrypted data and 
communications. The recovered metadata (such as who is communicating with whom, when, 
and for how long) can be as or even more important than knowing the actual content.  

Currently, encryption is receiving greater attention from security professionals, law enforcement, 
and security and intelligence agencies. For example, recent advancements in understanding how 
malicious software encrypts its own communications could help identify and block C&C com-
munications of botnets.6 Unfortunately, criminals or extremists are well aware of the increased 
focus on encryption and are looking for other ways to make malicious software stay under the 
radar, especially in the context of stealing data (where triggering some form of defense must be 
avoided). In this vein, the most important and recent trend is to equip malware with information-
hiding capabilities, or techniques that hide communications.7  

This article provides an overview of information-hiding techniques that can be utilized by mal-
ware. By using real-world examples, this article showcases existing and emerging threats using 
different types of data-hiding mechanisms (not just those adopting classical covert channels). 
The research presented here was performed within the Criminal Use of Information Hiding (CU-
Ing) initiative (http://cuing.org), which was formed with the cooperation of the Europol Euro-
pean Cyber Crime Centre (EC3) to gather experts from different backgrounds with the aim of 
monitoring information-hiding-capable threats and proposing efficient countermeasures. 

COVERT CHANNELS AND DATA HIDING 
Cyberattacks are commonly divided into five phases:8 reconnaissance (gathering information), 
scanning the target, gaining access to the target, maintaining access, and covering the tracks. In-
formation-hiding techniques are mostly applied in phases 2 to 4, on which we focus here. Figure 
1 shows the classification of information-hiding techniques and how they are used by malware in 
different attack phases. 

 

Figure 1. Classification of information-hiding techniques. C&C: command and control. 
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As depicted in Figure 1, information hiding is a very broad term. It encompasses different sub-
disciplines (or domains), which can be used by an attacker during different attack stages depend-
ing on what is subjected to hiding, including the following. 

• Identities. The identities of communicating parties are hidden by anonymization tech-
niques. 

• Communication. The fact that a communication is taking place is hidden by steganogra-
phy techniques. The characteristics of a network conversation (for example, a packet 
flow) can be concealed using traffic-type obfuscation methods.  

• Content. Hiding the content of data but not the transmission or presence of the data it-
self is achieved by applying cryptographic algorithms.  

• Code. The structure of (executable) code is hidden by (binary) code obfuscation and 
masquerading techniques. 

First, let us discuss the most important (from our perspective) data-hiding methods—those that 
conceal the fact that a communication is taking place. Typically, this type of information hiding 
is realized using some form of steganography.  

Historically, the earliest computer steganographic methods were focused on different media 
types, especially digital images. For example, several algorithms hide information within the 
least-significant bits (LSBs) of color definitions of pixels within an image, as the human eye can-
not spot such alterations. A similar approach has been used for audio and video. The natural evo-
lution is to hide data in network transmissions, such as in inter-arrival times of packets or in 
unused fields of protocol headers. Network traffic provides the advantage of a continuous data 
flow, which a digital media file of constant size cannot provide. When secret data is hidden in 
network traffic, the secret communication channel is referred to as a network covert channel. 

In essence, network covert channels enable secret malware communications over any type of 
computer network, be it a local area network or the Internet. Compared to encryption, which 
only ensures the confidentiality of what a malware communicates, covert channels can help keep 
the communication secret and to retain access to a hacked system. Moreover, control protocols 
can be used on top of covert channels, representing a form of C&C channel. Such control proto-
cols allow attackers to upload a newer version of a malware binary, to select a different encryp-
tion or covert signing scheme, to switch from one steganographic method to another, or to apply 
dynamic overlay routing to bypass firewalls.9 Malware can also apply network covert channels 
to conceal the exfiltration of organizational data over the network and to bypass firewalls by hid-
ing data in transmissions that are not affected by its filtering policy. These goals especially affect 
phases 2 and 3 (gaining/maintaining access). Note that when referring to malware trying to com-
municate covertly or abuse some network service, the hacking community often uses the term 
“tunneling.” However, this is not accurate because tunneling hides traffic as a byproduct, and 
actually refers to the encapsulation of network data of the same or higher layer—for example, 
IPv4 as payload in an IPv6 packet.  

While steganography aims to hide data inside digital objects, two other classes of methods ob-
fuscate information in code (code obfuscation) or network traffic (traffic-type obfuscation). Ob-
fuscation is different from steganography—the latter tries to communicate secret data in a non-
noticeable manner while the former is directly visible to an analyst. Despite their different strate-
gies, both domains share the goal of hiding data. The goals of traffic type and code obfuscation 
affect phase 1 (scanning), but mainly affect phases 2 and 3 (gaining/maintaining access).  

Anonymization provides a means of communication without revealing private attributes of the 
communicating peers, such as their names, IP addresses, or geographical locations. In contrast to 
steganography, anonymization relies on different techniques—such as spoofing the IP address of 
a sender or cryptographic algorithms—to fake or hide sensitive data that can be used to deduce 
information about the parties involved in a communication. Note that, as shown in Figure 1, 
cryptographic methods can be used to encrypt any kind of secret data, not just data that reveals 
identities. Thus, the application of cryptography is not limited to anonymity techniques. Ano-
nymity techniques can be utilized during phases 1 (scanning) and 3 (maintaining access), while 
encryption (despite its use for anonymity purposes) affects phases 2 and 3 (gaining/maintaining 
access).  
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INFORMATION-HIDING MALWARE IN THE WILD 
Here we present several examples of information-hiding malware observed in the wild. Because 
of space constraints, we focus only on the most representative threats observed from 2011 to 
2017.  

Originally, information-hiding techniques were implemented only in advanced persistent threats 
(APTs) like Duqu, Regin, or Hammertoss—the most sophisticated types of malware created with 
the support of nationwide sponsors. However, information-hiding techniques are slowly becom-
ing the de facto standard for “ordinary” malware. For example, various types of popular threats 
like ransomware (TeslaCrypt, Cerber, and SyncCrypt) or exploit kits (Stegano/Astrum, 
DNSChanger, and Sundown) use some form of information hiding. Examples of existing infor-
mation-hiding malware are summarized in Table 1.  

Table 1. Main examples of existing information-hiding malware.  

Malware/exploit kit Information-hiding method  Purpose 

Vawtrak/Neverquest Modification of the least-
significant bits (LSBs) of 
favicons 

Hiding URL to download 
a configuration file 

Zbot Appending data at the 
end of a JPG file 

Hiding configuration data 

Lurk/Stegoloader Modification of the LSBs of 
BMP/PNG files 

Hiding encrypted URL for 
downloading additional 
malware components 

AdGholas Data hiding in images, 
text, and HTML code 

Hiding encrypted mali-
cious JavaScript code 

Android/Twitoor.A Impersonating a pornogra-
phy player or an MMS app 

Tricking users into in-
stalling malicious apps 
and spreading infection 

Fakem RAT Mimicking MSN and Ya-
hoo Messenger or HTTP 
conversation traffic 

Hiding command and 
control (C&C) traffic 

Carbanak/Anunak Abusing Google cloud-
based services 

Hiding C&C traffic 

SpyNote Trojan Impersonating Netflix app Tricking users into in-
stalling malicious app to 
gain access to confiden-
tial data 

TeslaCrypt Data hiding in HTML com-
ments tag of the HTTP 
404 error message page 

Embedding C&C com-
mands 

Cerber Image steganography Embedding malicious ex-
ecutable 

SyncCrypt Image steganography Embedding core compo-
nents of ransomware 
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Stegano/Astrum Modifying the color space 
of the used PNG image 

Hiding malicious code 
within banner ads 

DNSChanger Modification of the LSBs of 
PNG files 

Hiding malware AES en-
cryption key 

Sundown Hiding data in white PNG 
files 

Exfiltrating user data and 
hiding exploit code deliv-
ered to victims 

Malware Using Modifications to Digital Media Files 
Currently, one of the most common ways to hide data is to use digital media files as the secret 
carrier. The most common technique exploits digital images to do one of the following: conceal 
malware settings or a configuration file, provide the malware with a URL from which additional 
components can be downloaded, or directly store the whole malicious code. The most notable 
example took place in 2015 when Vawtrak/Neverquest malware started utilizing steganography 
to hide settings in favicons (innocent-looking pictures widely available on websites). The mal-
ware extracts the LSBs from each image’s pixel to reconstruct a previously embedded URL for 
downloading its configuration file. A similar approach has been used by Zbot malware, which 
downloaded an innocent-looking JPEG image on the infected system containing its configuration 
data appended at the end of the image. Lurk and Stegoloader used the LSB of a digital image 
(BMP and PNG, respectively) to retrieve an encrypted URL for downloading additional software 
components.  

More recently, we observed the use of information-hiding techniques for malvertising (malicious 
advertising) attacks as evidenced by the AdGholas malware. AdGholas avoids detection by using 
steganography for hiding encrypted JavaScript code in images, text, and HTML code. At the end 
of 2016, large-scale attacks related to the online e-commerce platform Magento revealed the use 
of image steganography to conceal payment card details. Once the platform was infected, the 
malware collected payment details and hid them inside images of real products available on the 
infected e-commerce site. By downloading such modified images, the attacker could easily exfil-
trate the stolen data. 

Malware Posing as Other Legitimate Applications or 
Mimicking Their Traffic Behavior 
Some malware relies on the mimicry of legitimate programs and/or their communications. A par-
adigmatic example is a variant of Android/Twitoor.A—malware that spreads by SMS or mali-
cious URLs. The malware impersonates a pornography player or an MMS application but 
without the correct functionality, eventually tricking the user to install the application and spread 
the infection. Another application, Irongate, is the first notable example designed to operate in 
industrial control systems scenarios. One of the most important features is its ability to record 
several seconds of ordinary, legitimate traffic from a programmable logic controller and then use 
it as a smokescreen (in other words, the malicious commands are masked using legitimate ones) 
when sending intentionally modified data back. Such an operation allows the attacker to alter a 
controlled process without raising any security alerts. Another example is Fakem RAT, which 
made its C&C traffic look like MSN and Yahoo Messenger or HTTP conversations.  

At the beginning of 2017, Carbanak/Anunak demonstrated its ability to abuse Google cloud-
based services to set up a covert channel for C&C purposes. In this case, a unique Google Sheets 
spreadsheet was dynamically created to manage each infected victim. The use of a Google ser-
vice granted attackers the ability to stay under the radar because such third-party services are 
typically not blocked in the enterprise network and are considered safe. Another example in-
cludes a new version of SpyNote Trojan, which was disguised as a legitimate Netflix application. 
Once installed, it allowed the attacker to execute different actions, such as copy a user’s files, 
view a user’s contacts, and eavesdrop on a user’s communication.  
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A technique called domain fronting is gaining a lot of attention, especially among APT-related 
groups. Put briefly, it is used to mask the true destination of a connection by mimicking legiti-
mate traffic to an innocent destination. A successful implementation exploits HTTPS traffic to 
communicate with an infected host, making the traffic look like a Google search. Instead, the 
traffic is produced by a connection exchanging data with the attacker.   

Information Hiding in Ransomware 
The first instances of using ransomware to hide information were discovered at the beginning of 
2016 when TeslaCrypt was spread using the Neutrino exploit kit. Neutrino initially redirects us-
ers to a malicious landing page crafted for discovering the victim’s vulnerabilities to deliver the 
most appropriate exploit. If the vulnerability is successfully exploited, a downloader is executed. 
To gather data, it contacts a server, which responds with an HTTP 404 error page that embeds 
C&C commands in the HTML comments tag.  

In mid-2016, Cerber was identified as one of the macro-type malware-delivered ransomware 
across a variety of cloud-based file-sharing applications. To spread the infection, Cerber uses a 
decoy document which, when opened, loads a malicious macro-code that downloads a JPEG file 
to the targeted machine. Inside this benign-looking image is the steganographically embedded 
malicious executable.  

In August 2017, a similar technique was discovered with the SyncCrypt ransomware. Infected 
emails contain Windows Script File (WSF) attachments posing as court orders. If opened, mali-
cious code downloads a digital image containing the core components of SyncCrypt.  

Information Hiding in Exploit Kits 
Information-hiding methods have become so popular among cybercriminals that they are now 
incorporated within exploit kits to allow developers with little or no programming skills to cre-
ate, customize, and distribute malware. The first example of this is the Stegano/Astrum exploit 
kit, which was used in 2016 as part of a huge malvertising campaign. Malicious code is embed-
ded within banner ads by modifying the color space of the used PNG image (the alpha channel). 
Then, the victim’s browser parses an injected JavaScript code, extracting the malicious code and 
redirecting users to the exploit kit landing page. The infection is performed on the landing page, 
typically by using several Flash vulnerabilities.  

DNSChanger, another type of malvertising exploit kit identified in 2016, hides an AES encryp-
tion key within an innocent-looking ad to decrypt the network traffic generated by the exploit kit. 
The scope of DNSChanger is to launch brute-force attacks against the network routers to take 
control of the victim’s network and inject ads in all exchanged traffic.  

While Stegano/Astrum and DNSChanger are niche products, the Sundown exploit kit is one of 
the major players in the exploit kit market. Sundown uses steganography in two ways: to cov-
ertly exfiltrate information stolen from the infected system in PNG files (which are uploaded to 
an Imgur album where cybercriminals can access them undisturbed—see the CryLocker ransom-
ware campaign as an example) and to hide the exploited code delivered to the victims.  

THE ROAD AHEAD 
We have experienced a massive growth in cybercrime in recent years, and this trend is likely to 
continue because it can be so lucrative.3 We see the following main developments in cybercrime: 
increased stealth, commoditization of malware, and exploitation of Internet of Things (IoT) de-
vices. Cybercriminals will place more emphasis on making it harder to detect and trace back 
malware to its origin, which will be a main driver for the increased use of information hiding. 

Because a main goal of malware developers is to always remain one step ahead, they will contin-
ually try to improve their information-hiding techniques. One avenue is to utilize better digital 
media steganography algorithms. Improved algorithms, which are harder to detect and eliminate, 
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are already available and known among academics (for example, F510 and HUGO11). Another 
strategy is to hide information in new services or protocols such as Skype, 12 BitTorrent, and 
Stream Control Transmission Protocol (SCTP).13 When these are targeted, the result is a “needle 
in a haystack” problem when it comes to detecting covert communications among a large num-
ber of similar connections.  

Another future direction is to exploit the ongoing IPv4 to IPv6 transition. Malware can take ad-
vantage of misconfigured nodes or hosts with IPv4-only stacks that are unable to process IPv6 
malicious traffic. Malware also increasingly exploits the diffusion of HTTPS by hiding in 
HTTPS or Transport Layer Security (TLS) traffic, which cannot be easily inspected (researchers 
claim that one-third of malware already uses HTTPS).14 

Botnets will remain an important tool for cybercriminals for various purposes, such as managing 
distributed denial of service (DDoS) attacks or sending spam emails. Because bots can be rela-
tively easily identified by observing the C&C traffic, masquerading this traffic is very important. 
While most existing approaches are simple (for example, C&C protocols hide in HTTP, IRC, or 
DNS), researchers recently demonstrated how to completely transform a C&C protocol to mimic 
another innocuous protocol.15 Future botnets might utilize overlay networks that use only ste-
ganographic methods to communicate (stego-botnets).16 

The DNS protocol is a natural choice to hide C&C traffic or for data exfiltration as it cannot be 
blocked. Developing stealthier covert channels on top of DNS and developing the countermeas-
ures to detect these channels is an ongoing arms race17 that could become even more interesting 
once the Domain Name System Security Extensions (DNSSEC) are more widely deployed. 

Future attacks will target the ever-increasing number of IoT devices, such as networked sensors, 
CCTV cameras, smart TVs and DVRs, smart home and building appliances, and industrial con-
trol systems. In many cases IoT devices are soft targets, as their processing capabilities limit the 
implemented security mechanisms and the low cost of many of these devices means that security 
is often an afterthought for manufacturers. Attacks on IoT devices also allow user profiling and 
maliciously interfering with the physical world. Moreover, malware can utilize the IoT to hide 
secret data.18 For instance, an attacker can secretly store data in unused registers of IoT devices 
or by slightly modifying actuator states.19 

Currently deployed steganography methods are often simple, mainly because current protection 
solutions (such as intrusion detection systems) hardly detect any form of steganography in prac-
tice. Thus, malware developers are not forced to apply more sophisticated steganography. Never-
theless, recent threats often merge simple covert channel techniques with memory-resident or 
fileless implementations to make them stealthier and able to cover their tracks on the infected 
host—for example, in the filesystem. 

However, data loss prevention (DLP) solutions increasingly aim to detect steganographic trans-
missions. This will force malware authors to improve the covertness of their data-leakage tech-
niques. That said, cybercriminals will increasingly choose off-the-shelf malware rather than 
develop custom malware, which would require more financial investment. Once more advanced 
steganography finds its way into off-the-shelf malware products, such as exploit kits, it will be-
come widely used at relatively little extra cost to the cybercriminals. 

When the volume of more sophisticated malware increases, malware de-obfuscation and ste-
ganography analysis must be done in a more systematic and efficient way. Frameworks for dis-
tributed and automated malware analysis like the Malware Analysis and Storage System 
(MASS) could be a suitable approach for handling large volumes of malware samples retrieved 
from honeynets.20 

CONCLUSIONS AND FUTURE WORK  
Modern malware has become so efficient that it can remain covert for a long time. Even if ste-
ganographic techniques are not the main reason for this efficiency, the ability to create and ex-
ploit covert channels for C&C and exfiltration purposes surely plays a role (for example, Regin 
went undiscovered from 2008 to 2014). This fact is exacerbated by a worrying lack of techniques 
for detecting information-hiding threats, especially regarding the IoT and automation. A possible 
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cause is the poor generalizability of the process of detecting information hiding. Many detection 
techniques are tightly coupled with specific hiding methods, the cover they use, the scenario in 
which they are used, and the technology on which they depend.  

Because creating new hiding methods by applying known techniques to new protocols, scenar-
ios, and technology is relatively easy, countermeasures are always at least one step behind. 
Therefore, industry and academia should focus on the development of new and general tools or 
add-ons for the most common network security solutions. One idea is the use of new and more 
general indicators, such as patterns used by different hiding techniques or energy consumption. 

Information hiding increases the complexity of addressing cybersecurity. Organized initiatives 
like CUIng can be the incubator where a long-term cure for information-hiding malware is de-
veloped, as modern cyberthreats require a multidisciplinary approach with the collaboration of 
many experts from industry, academia, and law-enforcement agencies. 
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THEME ARTICLE: CYBERTHREATS AND SECURITY 

Internet of Things 
Forensics 
The Need, Process Models, and Open Issues 

The Internet of Things (IoT) brings a set of unique 

and complex challenges to the field of digital 

forensics. To take advantage of the volume and 

variety of data captured by and stored in ubiquitous 

IoT services, forensic investigators need to draw 

upon evidence-acquisition methods and techniques 

from all areas of digital forensics and possibly create 

new IoT-specific investigation processes. Although a 

number of conceptual process models have been developed to address the unique 

characteristics of the IoT, many challenges remain unresolved. 

Recent advances in hardware, software, and communication technologies have accelerated the 
deployment of a wide range of Internet-enabled devices, resulting in the Internet of Things (IoT). 
Industry predictions indicate that the number of connected devices has already surpassed the 
population of the planet, with no foreseeable slowdown in growth.1 The evolution and growth of 
the IoT has driven the convergence of several technological paradigms comprising wireless sen-
sor networks (WSNs), mobile and cloud computing, and the Internet as the overarching ubiqui-
tous connectivity enablers.  

Environmental data–collection systems using sensors and physical world interactions via actua-
tors enable valuable and convenient consumer and industry-focused applications and services. 
The current landscape of the IoT represents a ubiquitous, constantly evolving, pervasive, and 
highly heterogeneous network of interconnected devices with diverse physical properties and 
computational capabilities that are being deployed on a large scale for various applications such 
as healthcare, manufacturing, construction, automotive, retail, and engineering. 

Unfortunately, security considerations are not always given sufficient priority during IoT system 
design and development. Inherent vulnerabilities in communication protocols and software 
stacks leave many devices susceptible to threats.2 Cybercriminals exploit these vulnerabilities 
and continue to launch highly disruptive and large-scale attacks with increasing levels of sophis-
tication. A case in point was the 2016 denial of service (DoS) cyberattack against Dyn domain 

Maxim Chernyshev 
Edith Cowan University 

Sherali Zeadally 
University of Kentucky 

Zubair Baig 
CSIRO 

Andrew Woodward 
Edith Cowan University 

40
IT Professional Published by the IEEE Computer Society

1520-9202/18/$33.00 ©2018 IEEEMay/June 2018



  

 IT PROFESSIONAL 

name servers.3 Having the practical ability to investigate IoT-related cybercrimes will enable the 
successful and timely prosecution of those responsible, which is para-
mount to curbing the growth of adversarial threats. 

The science of digital forensics focuses on supporting investigations 
involving digital devices, including those in the IoT ecosystem. Digi-
tal forensics relies on digital evidence, scientifically derived and 
proven evidence-acquisition methods, and validated tools used by 
qualified forensic experts. The main objective of digital forensics is to 
facilitate acquisition and analysis of forensically sound digital evi-
dence that can be presented and admitted in a court of law. The emer-
gence of the IoT has brought many challenges to digital forensics, 
especially by requiring current methods and techniques to be applied 
to a highly diverse and ever-changing digital environment.  

In this work, we present a succinct review of the state of the art of 
conceptual digital forensic models that can be applied to the IoT envi-
ronment. We also discuss open issues that exist in these conceptual 
digital forensic techniques when they are applied to IoT devices. 

THE NEED FOR IOT FORENSICS 
The emergence of the IoT is perceived as a potential enabler for nov-
elty in the digital investigation process. For instance, the data collected and shared by ubiquitous 
sensors present an abundance of potential digital evidence by virtue of their numbers, variety, 
and coverage in many application areas. The digital artifacts found in the IoT ecosystem can be 
used to support or refute investigation hypotheses and subsequently any claims made by parties 
involved in an investigation. In fact, we have already observed civil and criminal investigations 
that made use of data from consumer wearable devices in personal injury and murder cases.4 

However, the underlying complexity involved in extracting data from the IoT infrastructure and 
its devices can hinder the investigator’s ability to produce forensically sound and admissible evi-
dence.5 This complexity stems from a number of challenges outlined by R.C. Hegarty and col-
leagues:6 

• uncertainty around where the data came from, where and how it is stored, and the data 
attributes that are stored; 

• difficulty in securing the chain of custody due to increasing data volatility and complex 
data transit routes among the IoT architecture layers; 

• inapplicability of traditional digital forensics extraction techniques to aggregated data 
stored in the cloud; and 

• diverse and proprietary data storage and exchange formats featuring reduced granularity 
due to capacity constraints used by IoT services. 

To illustrate the unique characteristics of IoT-based digital investigations, we discuss some of 
these challenges in this article. In the context of the IoT, an investigator will most likely need to 
examine a diverse range of potential evidence sources. This need often presents the requirement 
to select and combine multiple digital forensic methods and techniques, which increases the 
overall complexity of the investigation procedure as well as the baseline training, skill, and ex-
pertise requirements. 

For example, consider a contemporary smart home. The Law Enforcement Cyber Centre’s IoT 
infographic7 includes 17 potential sources of digital evidence, including smart appliances, con-
nected vehicles, personal assistants, personal health and medical devices, digital photo frames, 
smart meters, and home automation systems. These IoT sources run on a heterogeneous set of 
technologies that include a combination of multi-protocol wired and wireless communications, 
speakers, cameras, microphones, remote and local storage, ambient sensors, voice recognition, 
and location tracking. Extraction of evidence from all such devices requires currency in expertise 
across multiple digital forensic branches, such as computer, mobile, and embedded forensics for 
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working with local storage; network forensics for accessing and analyzing the communications 
medium; and cloud forensics for analyzing the remote storage. This issue becomes increasingly 
significant in the context of large-scale IoT environments such as industrial deployments and 
smart cities. These environments present a considerably larger number of potential individual 
evidence sources and introduce additional complexity due to significant technological diversity. 

Furthermore, traditional digital forensic methods and techniques such as carving, which is used 
to search for specific content in an extracted filesystem image, might not apply to IoT devices 
such as lightweight sensors that rely on flash memory with no built-in filesystem storage capabil-
ity.8 Even if a flash memory image of a device such as a wireless sensor could be acquired by a 
known forensic data acquisition tool, it is unlikely that this tool or other tools concerned with 
image parsing would be able to interpret the underlying format correctly. Subsequently, the abil-
ity to produce human-readable evidence from IoT devices can be severely limited due to lack of 
consistency in format and protocol support. Although specialized tools and techniques can be 
developed to extract and interpret the contents of specific system on chip (SoC) circuit boards 
(for instance, to extract network topology–based evidence such as routing information9), deriva-
tion and validation of SoC-specific techniques can be a slow process, which can prove to be un-
sustainable in practice. 

The forensic tools taxonomy provided by NIST does not clearly identify the tools that can be 
useful in an IoT-based investigation. The taxonomy lists only a handful of tools (such as iVe and 
XRY Complete) that target embedded devices that are widely used in the IoT sensors landscape 
outside of the consumer segment.10 Unlike consumer-grade connected devices such as smart ap-
pliances (like smart televisions and refrigerators), embedded IoT sensors and actuators are usu-
ally based on low-power constrained chips that are based on specialized energy-efficient routing 
and application layer protocols such as the Routing Protocol for Low-Power and Lossy Net-
works (RPL) and the Constrained Application Protocol (CoAP) for connectivity and data trans-
fers.11 The limited capabilities of resource-constrained IoT devices naturally result in higher data 
volatility. As a result, potential evidence might not be present at all on 
the device or might only reside on the device for a very short period of 
time before being overwritten by more recent data. 

Finally, the complexity of digital forensic investigations increases 
with the number of potential evidence sources. Consider a compro-
mised IoT solution comprising multiple WSNs with several gateways 
and cloud nodes hosting the centralized data store and application ser-
vices, which also form the back end of a consumer mobile app. If the 
compromise is suspected to have originated at the perceptual layer 
(see the IoT architecture layers in Table 1) in one of the WSN seg-
ments, what sensor selection strategy should be used for analysis when 
dealing with hundreds of sensors? Will physical sensor location and 
external diagnostics capabilities, if any, allow an investigator to access 
the data that might be present, notwithstanding the data parsing and 
interpretation challenges discussed earlier? In a case where no initial 
pointers to the possible evidence location are available, the investiga-
tor needs to be able to correctly identify and select the elements of the 
IoT ecosystem from a large number of possible permutations. Incor-
rect selection can prevent the successful extraction of evidence or fa-
cilitate only a partial view. 

Aside from these unique characteristics, investigations involving the 
IoT will face the same fundamental jurisdictional and data ownership 
challenges as more traditional digital investigations involving cloud 
services, albeit on a much greater scale. 
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Table 1. The 1-2-3 Zones of Digital Forensics model and Internet of Things (IoT) architecture.3,11,13 

Architecture 
layer 

Layer de-
scription 

Device ex-
amples 

Process 
model zone 

Applicable 
digital foren-
sic areas 

Evidence ex-
amples 

Application Data aggre-
gation, stor-
age, 
analytics, 
and de-
pendent 
consumer 
services 

Cloud ser-
vices, data-
base 
servers, 
web servers 

Zone 3 Cloud foren-
sics 

Service 
logs, au-
thentication 
data, virtual 
machines, 
and contain-
ers 

Network Communi-
cation tech-
nologies 
that facili-
tate the 
data trans-
fer between 
layers 

Gateways, 
firewalls, in-
trusion de-
tection 
systems 
(IDS) 

Zone 2 Network fo-
rensics 

Packet 
traces, ap-
pliance 
logs, firewall 
and IDS 
alerts 

Perceptual A collection 
of heteroge-
neous hard-
ware end 
nodes, 
physical 
sensors, 
and actua-
tors 

Smart appli-
ances, mo-
bile devices, 
constrained 
sensors, 
embedded 
readers, 
and tags 

Zone 1 Computer, 
mobile, and 
embedded 
forensics  

Disk im-
ages, sen-
sor 
readings, 
routing ta-
bles, and 
device iden-
tifiers 

IOT FORENSICS PROCESS MODELS 
In response to these unique challenges, the digital forensic research community has developed 
several conceptual process models to guide forensic investigations involving the IoT. This effort 
is still in the early stages of development, with a significant focus devoted to the development of 
theoretical process models that are based on hypothetical case studies.12 

The Next Best Thing (NBT) triage model was introduced in response to the challenges posed 
during the forensic identification phase to assist with determining the potential sources of evi-
dence.3 NBT recognizes the fact that devices—and any original evidence stored on them—could 
become unavailable or compromised due to theft, destruction, or tampering. Therefore, an inves-
tigator needs to be able to recognize other elements of the IoT ecosystem that are related to the 
original device in question, because these elements could contain artifacts that might have evi-
dentiary value. The NBT principle is part of the 1-2-3 Zones of Digital Forensics process model, 
which can be mapped to the core three layers (perceptual, network, and application) of the IoT 
architecture, as shown in Table 1. 

The key principle of the 1-2-3 Zones model is that zone-specific evidence extraction activities 
can occur in parallel as well as in isolation for cases where clear direction priorities for investiga-
tion are available. As discussed earlier and shown in Table 1, each model zone and IoT architec-
tural layer are associated with a specific digital forensic area or set of areas. To achieve a 
thorough forensic investigation covering all zones, we will most likely need to apply methods 
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and techniques across the entire field of digital forensics. The combination of techniques from 
various areas of digital forensics applied at the perceptual layer has 
been grouped under the umbrella of device-level forensics.13  

Similarly, the combination of techniques and resources from all digital 
forensic areas involved in an IoT investigation forms the conceptual 
construct of IoT forensics, which is used as the basis for the Forensic-
Aware IoT (FAIoT) model. The key feature of FAIoT is a centralized, 
trusted evidence repository that incorporates a secure logging scheme, 
an evidence preservation module, and a provenance module, with in-
vestigator access facilitated programmatically through a read-only 
API. In this model, the acquisition of evidence is performed live (in 
real time) as part of the normal operation of a collection of IoT de-
vices. One of the key advantages of FAIoT is the potential ability to 
correlate multiple types of evidence from different zones using the 
centralized data store. Unfortunately, the practical implications of this 
model and device enrollment procedures have not been tested. Sun-
dresan Perumal and colleagues presented a more concrete top-down 
process model that involves significant focus on the development of 
specialized standard operating procedures (SOPs).14 However, they 
also did not discuss the practical context of their proposed model, as it 
has not been practically tested. 

Subsequently, Victor R. Kebande and Indrakshi Ray proposed the Digital Forensic Investigation 
Framework for IoT (DFIF-IoT), which focuses on establishing digital forensic readiness and in-
creases the admissibility of evidence extracted through process concurrency.5 Digital forensic 
readiness allows organizations to support digital forensic investigations by facilitating proactive 
evidence collection in anticipation of security incidents, thus minimizing the cost of cyber inves-
tigations. Similar to FAIoT, this model is built with IoT forensics in mind. From the readiness 
perspective, the model requires significant attention to proactive scenario-driven activities aimed 
at making sure that the environment can inherently capture the necessary evidence and imple-
ment well-defined and documented procedures as required to extract and preserve this evidence 
in a forensically sound manner. DFIF-IoT promotes standardization based on established prac-
tices and is modeled after the ISO/IEC 27043:2015 standard.15  

The identification of the location of evidence can also be facilitated using the Last-on-Scene 
(LoS) algorithm, which states that the device that was the last node in the communication chain 
needs to be investigated first.12 The LoS algorithm is applied progressively within each zone of 
the zone-based model, in conjunction with the NBT model, starting at the perceptual layer (Zone 
1). LoS limits the scope of the investigation and decreases operational overhead by eliminating 
the need to examine the subsequent zones in cases where the necessary evidence has already 
been located in a prior zone. Nevertheless, LoS is primarily a theoretical concept and its applica-
bility is yet to be proven in practice. 

Table 2 and Figure 1 present a summary of the various process models. Arguably, the evolution 
of these models can be described in terms of layered growth centered around the zone-based 
model, which is driven by the multi-layered architecture of the IoT. 

Table 2. High-level comparison of process models. 

Process model Key characteristic Practical scope Process coverage 

1-2-3 Zones of Dig-
ital Forensics3 

Provides a struc-
tured approach to 
systematically re-
duce complexity of 
investigations in 
IoT environments 

Investigation ap-
proach mapping 
and assistance with 
identifying focus ar-
eas 

Partial (artifact 
identification) 

Digital forensic 

readiness facilitates 

proactive evidence 

collection in 

anticipation of 

security incidents, 

minimizing the cost of 

cyber investigations. 
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Next Best Thing 
(NBT) triage 
model3 

Assists with the 
identification of ad-
ditional potential 
evidence sources 
when primary 
source is unavaila-
ble 

Guidance on identi-
fication of specific 
devices of interest 
within established 
focus areas 

Partial (artifact 
identification) 

Forensic-Aware IoT 
(FAIoT)13 

Proposes to ad-
dress lack of stand-
ardization in the IoT 
ecosystem using a 
centralized and se-
cure evidence log-
ging, preservation, 
and provenance 
service 

Centralized evi-
dence collection 
from heterogene-
ous IoT services for 
storage and access 
by investigators 

Partial (artifact ac-
quisition)  

Digital Forensic In-
vestigation Frame-
work for IoT (DFIF-
IoT) 5 

Provides a holistic 
approach that co-
vers proactive 
(readiness) and re-
active (investiga-
tion) processes in 
line with interna-
tional standards 

Improving readi-
ness using sce-
nario development 
and streamlining in-
vestigations using 
standardized pro-
cedures 

Complete 

Last-on-Scene 
(LoS) algorithm5 

Assumes that the 
last device in the 
communication 
chain should be in-
vestigated first 

Investigative guid-
ance based on a 
multi-zone process 
flow 

Complete (includes 
NBT triage model) 

 
Figure 1. Conceptual digital forensic process models for the Internet of Things (IoT).3,5,11–13 
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SMART FORENSICS FOR IOT 
Proactive and automated evidence collection on a large scale has the potential to address some of 
the challenges for the IoT paradigm.16 In particular, automation of the forensic procedure helps 
reduce the operational overhead involved when dealing with a large number of potential evi-
dence sources (such as those identified using the NBT model). Automation also increases the 
forensic soundness of the data-acquisition process by making it repeatable and not dependent 
upon manual and possibly error-prone human interactions, thus verifying the process. 

To keep up with the dynamic, ubiquitous, and highly heterogeneous nature of the IoT, digital fo-
rensics needs to become “smart” without compromising adherence to the fundamental principles 
of acquiring admissible evidence.16 As implied by the FAIoT model, one way to achieve a de-
gree of smartness is to introduce real-time evidence acquisition. The acquisition does not neces-
sarily have to be constant and ongoing, but rather could be driven by activity or anomalies. For 
example, IoT sensor activity detection could be based on a node’s 
power traces using pattern recognition in power usage profiles to iden-
tify any suspicious states.17 

The notion of real-time evidence acquisition at the perceptual layer 
was also conceptually explored by Nurul Huda Nik Zulkipli and col-
leagues.18 In a real-time approach, the acquisition of evidence is trig-
gered when the monitoring capability built into the processing node 
detects abnormal activity. However, it is unclear as to how this capa-
bility could be realized in practice, given the resource-constrained na-
ture of typical IoT nodes and the implied need for additional 
computational and storage capacity. As such, the evidence acquired 
from IoT devices in real time would eventually be sent to the trusted 
repository to address the shortcomings associated with local caching 
on resource-constrained devices.9 However, transfer of artifacts has 
the potential to increase the volume of network traffic, which could af-
fect service availability in low-power and lossy networks such as IPv6 
over Low Power Wireless Personal Area Networks (6LoWPAN). 

In addition to real-time evidence acquisition by sensors, network traf-
fic–based evidence can be acquired passively using specialized nodes 
deployed in the perceptual layer, which are commonly referred to as 
sniffer nodes.19 Although passive network sniffers can capture artifacts pertaining to various net-
work attacks such as those targeting the routing protocols, capturing all of the network traffic 
might be necessary and artifact acquisition from partial captures needs to be explored further. 

Furthermore, artifact transfers within the same sensor network would inherit the vulnerabilities 
of the network. Consequently, these transfers must use strong security controls for protecting 
data in transit. In the case of 6LoWPAN IoT sensor networks, a common security solution is to 
use Datagram Transport Layer Security (DTLS) coupled with a strong encryption scheme. How-
ever, widely used SoCs such as those based on the CC2538 chip have been found to be vulnera-
ble to DTLS implementation flaws due to inherent design shortcomings.20 These flaws are 
exploitable in practice and can affect the confidentiality and integrity of evidence. As this evi-
dence is transmitted to the trusted repository, we need additional security controls as part of the 
IoT system design to achieve forensic soundness. 

OPEN ISSUES 
To date, previously proposed process models have mostly focused on the conceptual level. Many 
digital forensic issues in the context of the IoT still need further investigation, some of which we 
address here. 
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Achieving Forensic Readiness 
As a prerequisite for smart IoT forensics in line with the FAIoT model, real-time evidence acqui-
sition into a trusted repository will need to be facilitated. The development of IoT products and 
services that can be easily integrated with remote repositories remains an open challenge. We 
can already see attempts to holistically address the challenge of IoT security at the state level in 
the US with the introduction of the proposed IoT Cybersecurity Improvement Act (2017), which 
targets common vulnerabilities and would make applicable mitigations more feasible in practice. 
Unfortunately, measures aimed at improving security do not necessarily address forensic readi-
ness, and the integration of digital forensics readiness into IoT systems remains a challenging yet 
highly recommended objective.21 

Practical Process Model, Method, and Tool Validation  
Conceptual models introduced to address the unique challenges of the IoT in digital forensics are 
based on sound principles but still require extensive scientific validation in practice. The same 
applies to new methods, tools, and techniques. 

Digital Warrants and Escalation  
Triage models such as NBT and the LoS algorithm imply that the scope of the investigation can-
not be fully determined a priori and that new potential sources of evidence will most likely be 
discovered during the course of the digital forensic investigation. Given the high volatility of 
data and the risks of evidence compromise, practical mechanisms such as digital warrants6 are 
needed to enable the successful acquisition of evidence from newly identified sources (possibly 
remotely and on the scene). 

Intelligent Evidence Analysis and Presentation  
Trusted evidence repositories can aggregate a large amount of digital evidence. This evidence 
will likely suffer from semantic weaknesses and the lack of intelligent analysis techniques. Ana-
lyzing such data would involve correlation across heterogeneous evidence types, formats, and 
granularity levels to make defendable inferences based on the aggregated information. 

Resolving Legal Challenges  
The process models discussed in this work do not specifically address the legal challenges asso-
ciated with digital forensics investigations. The legal dimension has a profound impact on suc-
cessful evidence acquisition. Cross-border and multi-jurisdictional issues prevalent in the area of 
cloud forensics also need to be resolved in the context of the IoT, given its significant reliance on 
cloud-based services in the application architectural layer. 

CONCLUSION 
The IoT is creating new challenges for the acquisition of digital evidence, but it also has the po-
tential to drive creation of new digital forensic techniques. As IoT-based attacks intensify and 
increase in frequency, successful prosecution of offenders will become ever more challenging. 
Current conceptual models lay the foundation for future practical work, but hands-on validation, 
smarter and more efficient tools, and reliable procedural guidance will be essential to conduct 
successful digital forensics investigations in the IoT paradigm.   
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THEME ARTICLE: CYBERTHREATS AND SECURITY 

Experiments with Ocular 
Biometric Datasets 
A Practitioner’s Guideline 

Ocular biometrics is a promising research field 

owing to factors such as recognition at a distance 

and suitability for recognition with regular RGB 

cameras, especially on mobile devices. The authors 

provide a review of ocular databases available in 

the literature and discuss diversities among these 

databases, design and parameter consideration 

issues during acquisition of databases, and 

selection of appropriate databases for 

experimentation.

Biometrics is a continuously evolving field that is being widely employed in applications ranging 
from international border crossings to unlocking smart devices. Among the various biometric char-
acteristics (see Figure 1 and Table 1), ocular biometrics—which refers to recognizing an individual 
via iris, retina, sclera, periocular, or eye movements (see Figure 2)—is gaining more popularity 
owing to its ease of use and few user-cooperation requirements.1  

When developing different systems based on biometric traits, experiments need to be conducted 
to validate the uniqueness, robustness, and feasibility of a particular trait. There are several public 
databases containing ocular biometric traits for researchers to experiment with—these are a vital 
ingredient of ongoing ocular biometrics research as they are needed in system and algorithm de-
velopment, when creating a platform to be used for comparing the work of different research 
groups, and when introducing new challenges to the research and industry communities. Choosing 
the wrong dataset will produce poor results and forge the objective of the experiment, giving a 
false sense of progress. 

To maximize the impact and usability of future ocular biometric systems, in this article we provide 
some guidelines for researchers and product developers to focus on choosing the proper database 
and evaluating ocular biometrics algorithms and systems. We also highlight open issues and chal-
lenges and discuss future research directions.  
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Figure 1. Examples of characteristics that have been proposed and used for person recognition. 

 
Figure 2. Ocular biometric modalities. 
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Table 1. Comparison of biometric traits present in the human face.  

Trait Advantages Possible challenges 

Iris High dimensional feature 
can be extracted; difficult 
to spoof; permanence of 
iris; secured within eye 
folds; can be captured in 
a noninvasive way 

Higher accuracy in near-infrared (NIR) images 
than visual spectrum (VS) images; high cost of 
NIR acquisition device; low recognition accuracy 
in unconstrained scenarios; low recognition accu-
racy for low-resolution images; occlusion due to 
use of lens; eye might close at the time of cap-
ture; does not work for keratoconus and keratitis 
patients 

Face Easy to acquire; yields 
accuracy in VS images; 
most available in criminal 
investigations 

Not socially acceptable for some religions; full 
face template makes database large; variation 
with expression and age 

Peri-
ocular 
region 

Can be captured with 
face/iris region without 
extra acquisition cost 

Can be occluded by spectacles; fewer features in 
infants 

Lip Existence of both global 
and local features 

Difficult to acquire; less acceptable socially; 
shape changes with human expression 

DIVERSITY IN OCULAR BIOMETRIC DATABASES 
Ocular biometric databases contain different images or videos from various subjects in a main-
tained data structure. The data in an ocular biometric database contains 
the following features (usually a subset of these features). 

Imaging Technique Variation  
There are three types of images in an ocular biometric database: 

• Direct capture. Samples are captured directly through sen-
sors—usually in the visual spectrum (VS) or near infrared 
(NIR) spectrum—and stored in a lossless manner. Ocular 
recognition using different imaging modalities might result in 
different scores and should be reported accordingly. Tables 2, 
3, and 4 represent some commonly used ocular datasets. 
Some sample images are shown in Figure 3. 

• Scanned capture. Samples are scanned from printed images 
that have already been captured. This takes advantage of fast 
data processing by extracting only those parts where im-
portant information is found.2 

• Latent capture. Samples are captured from some impression 
of the image (such as the reflection of a face in a mirror or 
glass). 

 
 

Ocular biometric 

databases contain 

different images or 

videos from various 

subjects in a 

maintained data 

structure. 
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Figure 3. Samples of databases used in ocular biometric research. 

Image Quality Variation  
Images in the database might be of different quality, which can be obtained during data collection 
by changing sensor or computer-aided algorithms after data collection.  

Three types of image quality variations are: 

• Spatial resolution variation. This is the number of pixels in a unitary length—such as 
pixels per inch (ppi)—that mainly depends on the sensor. Higher resolution commonly 
leads to higher authentication accuracy.3 

• Bit-depth variation through bit-plane slicing. Bit depth is color information stored in the 
image. Images with higher bits are expensive in terms of space, thus the bit-plane slic-
ing method is used. Varying bit depth leads to variations in informative features of the 
image and accuracy. 

• Focus variation. Change in focus produces images of varying quality such as blurred 
samples. Hardware and software can be used to obtain samples with varying focus prop-
erties. Techniques and standards are available for assessing the focus and quality of bio-
metric images.4 

Human Involvement Variation  
Two types of human involvement variations are: 

• Constrained involvement. Different impressions of the same subject can be captured by 
involvement of human variation in the biometric system. For example, under con-
strained conditions, the subject follows a mentioned expression for data collection. 

• Pseudo-unconstrained scenario. Database images in such a scenario are acquired under 
uncontrolled or less-constrained environments. 
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Session 
The time separation between two successive data-acquisition rounds is known as a session. 
M2VTS5 is an example of a session-based face database. It consists of audio recordings and 
video sequences of 37 subjects uttering digits 0 through 9 in five sessions separated by at least 
one week.  

Gender Specification 
Gender is an important demographic attribute, which can also be used for separate recognizers to 
improve accuracy. Most ocular databases provide a detailed annotation of age and gender.6 

Age Specification in Session Databases 
Session databases record changes due to aging in the features of a subject over time, which can 
be used to improve recognition accuracy.6 

Variation of Environment 
Most databases acquired under a controlled environment facilitate the study of specific parame-
ters on biometric recognition. However, real-time data is unconstrained in nature, where a practi-
tioner has no control over parameters. Environmental variations largely affect the quality of 
acquired VS images.7 Image acquisition location such as outdoor (cloudy/sunny day) or indoor 
(improper illumination) might constitute a problematic factor due to variation in illumination. 
BioID8 is an example of a face database acquired in an indoor environment. It consists of 1,521 
images of 23 different subjects. 

Static or On-the-go Capture  
Databases like UBIRIS v29 have distance variability, where the subject is static and standing at 
several distances with respect to the acquisition device/sensor. Recognition using these databases 
requires cooperative users, which is not often realistic. A few databases (such as MBGC)10 con-
sist of on-the-go acquisition images, where subjects walk through an acquisition portal. 

Special Cases  
Despite recent advances, there are several special challenges that still need to be solved, includ-
ing identifying individuals with spectacles and identical twins. Various methods have been pro-
posed to distinguish twins, but they require improvement for higher accuracy. Also, some 
diseases that affect the iris and cornea might have a negative impact on the features.2 

CHOOSING A BIOMETRIC DATABASE FOR 
EXPERIMENTATION 
Various ocular databases are publicly available for researchers to use for experimentation. Data-
bases under constrained environments lack diversity, leading to low-generalization capability of 
systems devised using them. Databases acquired in unconstrained environments with uncoopera-
tive users (for example, operations such as recognition at a distance) contain spectacles and contact 
lenses, thus facilitating the capability of developing real-world robust algorithms. Databases ac-
quired in different spectrums produce different outcomes. A researcher or practitioner should con-
sider their research criteria and the issues mentioned here before choosing an ocular dataset. 
Database selection is dependent on the application—for example, for face/ocular-based uni-/mul-
timodal recognition of moving users, one should choose a video database such as M2VTS5 or 
CMU-H, whereas BioID8 is suitable for indoor applications. For large-scale and unconstrained 
evaluation, Labeled Face in the Wild (LFW)3 can be useful.  
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It is a very common practice by the research community to use face and iris databases for ocular 
recognition systems. Table 2 lists existing iris databases and Table 3 lists face databases collected 
in NIR and VS ranges.  

Table 2. Review of existing iris databases. 

Database, 
color 
model 

Research lab Version Acquisition de-
vice 

Images Sub-
jects 

Resolution 

UBIRIS 
(v1 RGB, 
v2 sRGB) 

Soft Compu-
ting and Im-
age Analysis 
(SOCIA) 
Group, Dept. 
of Computer 
Science, 
Univ. of Beira 
Interior 

v111 Nikon E5700 1877 241 800×600 

v29 Canon EOS 
5D 

11102 261 400×300 

CASIA 
(gray-
scale) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Iris Recogni-
tion Re-
search 
Group, Cen-
ter for Bio-
metrics and 
Security Re-
search, Na-
tional 
Laboratory of 
Pattern 
Recognition, 
Institute of 
Automation, 
Chinese 
Academy of 
Sciences 
 
 
 
 
 
 
 

TestV1 IrisGuard 
AD100 

10000 1000 640×480 

IRISv1 Self-devel-
oped 

756 108 320×480 

IRISv2 OKI 
IRISPASS-h 

1200 60 640×480 

CASIA-
IrisCamV2 

1200 60 640×480 

IRISv3-
Interval 

Close-up iris 
camera 

2639 249 320x280 

IRISv3-
Lamp 

OKI 
IRISPASS-h 

16212 411 640×480 

IRISv3-
Twins 

OKI 
IRISPASS-h 

3183 200 640×480 

IRISv4-
Interval 

Close-up iris 
camera 

2639 249 320×280 

IRISv4-
Lamp 

OKI 
IRISPASS-h 

16212 411 640×480 

IRISv4-
Twins 

OKI 
IRISPASS-h 

3183 200 640×480 

IRISv4-
Dis-
tance 

Long range 
iris camera 

2567 142 2352×1728 
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IRISv4-
Thou-
sand 

Irisking 
IKEMB-100 

20000 1000 640×480 

IRISv4-
Syn 

By image syn-
thesis 

10000 1000 640×480 

ND-IRIS 
(gray-
scale) 

Dept. of 
Computer 
Science & 
Engineering, 
Univ. of Notre 
Dame 

- Iridian LG 
EOU2200 

64980 356 640×480 

MMU 
(gray-
scale) 

Multimedia 
Univ. 

v1 LG IrisAc-
cess2200 

450 100 320×280 

v2 Panasonic, 
BM - 
ET100US, Au-
thenticam 

995 100 320×280 

BATH 
(gray-
scale) 

Univ. of Bath Iris DB 
400 

IrisGuard, AD-
100 Dual-Eye,  
Autofocus 
Camera 

8000 200 1280×960 

Iris DB 
800 

16000 400 1280×960 

Iris DB 
1600 

32000 800 1280×960 

UPOL12 

(RGB) 
Dept. of 
Computer 
Science, 
Palacky Univ. 
Olomouc 

- 
 

SONY DXC-
950P 3CCD 

384 
 

64 
 

576×768 
 

BioSec 
(gray-
scale) 

Biometric 
Recognition 
Group, ATVS 

 -  LG IrisAccess 
EOU3000 

3200 200 640×480 

IITD13 

(Bitmap) 
Biometrics 
Research La-
boratory IIT 
Delhi 

v1.0 JIRIS, 
JPC1000, digi-
tal CMOS 

1120 224 320×240 
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MICHE 
(RGB) 

Biometric and 
Image Pro-
cessing Lab 

v1 iPhone5, Gal-
axy Samsung 
IV, Galaxy 
Tablet II 

1600 50 1536×2048 

1600 50 2322×4128 

1600 50 640×480 

MobBIO 
(RGB) 

Visual Com-
puting and 
Machine In-
telligence 
(VCMI), 
INESC TEC 

- TF300T-
000128 

384 105 300×200 

Table 3. Review of existing face databases. 

Database, color 
model 

Research lab Ver-
sion 

Images Sub-
jects 

Resolution 

FERET (RGB) NIST v4 14126 1191 768×512 
384×256 
192×128 

PIE14 (RGB) Carnegie Mellon Univ. 
(CMU) 

- 41368 68 3072×2048 

Multi-PIE (RGB) CMU - 750000 337 3072×2048 

SCface (gray-
scale and RGB) 

Video Communications La-
boratory, Faculty of Electri-
cal Engineering and 
Computing, Univ. of Za-
greb 

- 4160 130 100×75 
144×108 
224×168 
1600×1200 

Yale15 (gray-
scale) 

Yale Univ. - 165 15 640×480 

Yale B (gray-
scale) 

Yale Univ. - 5850 10 640×480 

ORL (gray-
scale) 

AT&T Laboratories Cam-
bridge 

- 400 40 112×92 

UMIS (gray-
scale) 

Univ. of Manchester, Insti-
tute of Science and Tech-
nology 

- 564 20 112×92 

M2VTS5 (RGB) ACTS European Language 
Resource Agency 

v1.0 185 37 286×350 

AR16 (RGB) The Ohio State Univ. - 3276 126 576×768 

GTDB (JPEG) Georgia Institute of Tech-
nology 

- 750 50 640×480 

Caltech (JPEG) Computational Vision 
Group 

- 450 27 896×592 
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CMU-PIE 
(PNG) 

Vision and Autonomous 
Systems CMU 

- 750000 337 3072×2048 

FRGC (RGB, 
3D channels) 

Univ. of Notre Dame - 50000 4003 1704×2272 

MORPH (PGM) Univ. of North Carolina Wil-
mington 

- 55000 13000 400×500 

PUT (JPEG) Poznan Univ. of Technol-
ogy 

- 10000 100 2048×1536 

Plastic Surgery 
(RGB) 

IIIT Delhi - 1800 900 200×200 

ND-Twins 
(RGB) 

Univ. of Notre Dame - 24050 435 480×640 

FaceExpress 
UBI17 (TIFF) 

Univ. of Beira Interior - 90160 184 2056×2452 

FG-NET (gray-
scale) 

Face and Gesture Recog-
nition Working Group 

- 1002 82 400×500 

CMU-H (video) CMU - 764 54 640×480 

Compass 
(RGB) 

CyLab Biometrics Center 
CMU 

- 3200 40 128×128 

MBGC10 (v2 still 
RGB, range; v2 
portal video) 

NIST v2 
still 

3482 437 Variable 

  v2 
por-
tal 

628 114 2048×2048 

LFW3 (JPEG) Univ. of Massachusetts, 
Amherst 

- 13233 5749 250×250 

Table 4. Review of existing periocular databases. 

Database, color 
model 

Research lab Images Sub-
jects  

Illumina-
tion  

Resolu-
tion 

UBIPr2 (RGB) Univ. of Beira 
Interior 

10950 261 VW Variable 

UBIPose Pr18 (RGB) Univ. of Beira 
Interior 

2400 100 VW  Variable  

FOCS (grayscale) NIST Dept. of 
Commerce 

9581 136 NIR  750×600  
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IMP7 (grayscale) Image Analysis 
and Biometrics 
Lab IIIT Delhi 

620 62 NIR 640×480  

310 VW  600×300 

310 Night vi-
sion 

540×260 

CSIP4 (RGB) Soft Computing 
and Image 
Analysis Lab 
Univ. of Beira 
Interior 

2004 50 VW  Variable  

VISOB19 (RGB) Univ. of Mis-
souri 

5010381 550 VW  240×160 

 

The number of test samples is another criterion that needs to be considered when selecting a data-
base. For example, M2VTS5 (which has 1,180 recordings of 295 subjects acquired over a period 
of four months) attracted many researchers, facilitating evaluation of many algorithms in a setup 
very close to real-world settings. Few databases for the periocular region such as VISOB (Visible 
Light Mobile Ocular Biometric)19 are available in the public domain, as described in Table 4. As 
iris databases contain the eye and its immediate vicinity including eyelashes, eyelids, and nearby 
skin area and eyebrows, these can be used as periocular features. In turn, face databases might be 
cropped in a rectangular template using eye areas to be utilized as periocular datasets. Bakshi et 
al.1 proposed how to optimally select a rectangular template around the periocular region. 

When choosing a proper database for experimentation, a practitioner needs to know under which 
acquisition environment the database was captured. Next, we will discuss a typical acquisition 
setup and its key components. Understanding how to set up a biometric acquisition platform and 
what variations there are in the acquisition parameters can help a practitioner choose the right 
database for experimentation. 

Image Acquisition Setup and Issues 
Setting up an imaging environment is a critical first step to any imaging application. Figure 4 
shows the image acquisition setup and parameters needed before image acquisition. Before ac-
quiring images, the following elements and parameters need to be considered. 

 
Figure 4. Image acquisition setup. 
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Acquisition Device Parameters 

• Imaging resolution. The quality of an acquired image is greatly affected by resolution. 
High-resolution digitized images contain a wealth of features, but they require more stor-
age space. 

• Imaging modalities. Because VS samples suffer from illumination,14 infrared (IR) imag-
ing sensors are gaining much interest. The short-wave infrared (SWIR; 0.9 2.4μm) and 
NIR (0.7 0.9μm) spectra are reflective and eliminate indirect illumination, usually 
providing good image quality for recognition. SWIR and NIR spectrum databases are 
useful in testing cases where the application is to be done in a very controlled environment 
with cooperation of the subject.  

• Static or motion state. Moving acquisition sensors usually produce blurred images and 
require some enhancement for feature extraction. Sometimes there is a requirement to test 
the performance of some method on motion-blurred images. In those cases, databases 
with moving cameras or objects can be considered for experimentation.  

• Focus parameter. Setting the proper focus parameter is vital, as the wrong parameters 
could result in blurring of acquired image. 

• Standoff distance. The distance between the front lens of the camera to the user under 
inspection is called standoff distance, which should be set according to the acquisition 
area of interest and the required degree of detail of the region of interest. 

Lighting Setup 

• Source. When obtaining samples with clearly visible objects, lighting conditions during 
image acquisition must be considered carefully. LED and lasers are good sources of light, 
and can reduce some illumination problems if arranged properly. 

• Characteristics of the light source. Point light emanates concentric light and almost par-
allel light when placed near and far from the object, respectively. Diffuse light scatters 
light rays so that an object is lit from several directions. Direct light is described by rays 
of light following a defined direction.  

• Imaging environment. Ambient light affects the visual appearance of objects/users, there-
fore the environment needs to be considered during image acquisition. 

Object 

• Movement considerations. Recognition under motion, when either the camera or the 
user is mobile, remains a difficult task due to blurring. 

• Constrained or unconstrained environment. Though accuracy is higher under con-
strained environments, real-world applications are unconstrained, where one has no con-
trol over parameters (for example, pose). 

• Cooperative or uncooperative user. The iris trait requires a very cooperative user and 
usually fails when samples are captured at a distance with low quality. Therefore, peri-
ocular recognition is gaining momentum as an alternative. 

OPEN ISSUES AND FUTURE RESEARCH 
DIRECTIONS 
Despite recent progress, several exigent problems have yet to be addressed to unleash ocular bio-
metrics’ full potential. 

Heterogeneous Ocular Biometric Recognition 
Cross-dataset, cross-sensor, and cross-spectral settings (in which training and testing sets are from 
different datasets, sensors, and spectra, respectively) are methods to assess the interoperability and 
generalization capability of systems. Few preliminary studies reported that ocular biometric algo-
rithms’ performance degrade remarkably under these settings. There is still room to address the 
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interoperability of systems under cross-settings, as this is a research direction that holds significant 
practical value for real-world systems. 

Automatic Segmentation 
Although automatic segmentation of ocular parts can help avoid those that are not beneficial (such 
as hair or spectacles), automatic segmentation of ocular/periocular regions is an understudied field. 
Reported results of automatic segmentation methods for ocular biometrics are far from the accu-
racy required in real-world applications, thus more attention should be placed on advanced image 
processing and machine learning. 

Multibiometrics 
It is well-documented that multimodal biometrics lead to better accuracy than the unimodal ap-
proach. However, most studies on ocular biometrics are based on a single modality. Thus, devising 
novel fusion schemes using ocular and other modalities needs to be explored. Further, use of image 
and feature quality as well as device information might be incorporated in fusion algorithms for 
enhanced performance. A dynamic selection-based fusion scheme might also help curb problems 
that arise in ocular recognition in unconstrained environments. 

Webscale Ocular Biometrics 
The phenomenal growth of facial and ocular videos and images on the web (in social networks 
and surveillance) is attracting much attention toward webscale/large-scale/open-universe biomet-
rics. With billions of videos and images to consider, webscale ocular biometrics is a difficult task 
that demands speed, accuracy, and scalability. Also, there is currently no large-scale evaluation of 
ocular recognition schemes to establish statistical significance for published methods. Better per-
formance might be achieved by combining meta-information associated with ocular samples. An-
other research track that might be pursued is formulating data-independent feature extraction and 
classification learning via deep neural networks. 

Soft Biometrics 
Soft biometrics typically refers to attributes (like gender, age, and race) that don’t explicitly iden-
tify a person but complement the identity information that primary biometrics provide. Despite 
soft biometrics’ applications in recognition, indexing, and sample retrieval, the state of the art in 
ocular soft biometrics is nascent, especially in unconstrained conditions. Automatic soft biometrics 
estimation from ocular modalities remains a challenge as demographic attributes are affected by 
internal and external factors, such as place of residence and worldwide cultural/racial mixing. 

Ocular Biometric Spoofing and Antispoofing 
Regardless of recent progress, ocular recognition systems are vulnerable to spoof attacks, which 
consist of submitting an artifact ocular modality, such as a replayed video of eyes, to a system. 
None of the existing ocular antispoofing methods exhibit low-enough error rates. One of the fac-
tors on which acceptability of ocular biometric traits depends for real-world applications is its 
resilience to spoofing attacks. Therefore, the biometric community should focus on devising novel 
measures to minimize spoofing of biometric traits. Lack of public databases containing ocu-
lar/periocular spoofing attacks has further stymied research on this topic. 

Unconstrained Periocular Recognition at a Distance 
Among all ocular biometric traits, periocular modality requires the least constrained acquisition 
process. Moreover, periocular modality can be captured at large stand-off distances (for example, 
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in surveillance applications) and efficiently used for personal recognition. Nonetheless, compared 
to other areas, periocular recognition at a distance is less analyzed. 

Mobile Ocular/Periocular Recognition 
The ubiquity of mobile devices with cameras has led to nearly limitless applications for ocular 
recognition technology. Nonetheless, mobile processing power is limited, and even commercial 
mobile ocular/periocular systems are either vulnerable to spoofing or produce a high level of false 
positives on a large dataset. Moreover, existing methods in the literature are unsuited for mobile 
applications because of the complex features they analyze or high computational cost. To make 
such applications more practical, researchers must address the issue of ocular/periocular recogni-
tion on mobile devices. 

CONCLUSION 
In recent years, a number of ocular biometric trait datasets have been made available to the public 
by different research groups. However, there is a gap between the requirements postulated by the 
intended biometric applications and solutions offered in many publications using these datasets. 
In this article, we provided guidelines for researchers and product developers to focus on choosing 
the right database and evaluating ocular biometrics algorithms and systems. We hope that follow-
ing these guidelines will enhance the likelihood of the results obtained in a laboratory being gen-
eralized to operational scenarios.  

REFERENCES 
1. S. Bakshi, P.K. Sa, and B. Majhi, “Optimized Periocular Template Selection for 

Human Recognition,” BioMed Research Int’l, vol. 2013, 2013; 
doi.org/10.1155/2013/481431. 

2. C.N. Padole and H. Proenca, “Periocular Recognition: Analysis of Performance 
Degradation Factors,” 5th IAPR Int’l Conf. Biometrics (ICB), 2012, pp. 439–445. 

3. G. Huang et al., Labeled Faces in the Wild: A Database for Studying Face Recognition 
in Unconstrained Environments, technical report 07-49, Univ. of Massachusetts, 2007. 

4. G. Santos et al., “Fusing Iris and Periocular Information for Cross-Sensor 
Recognition,” Pattern Recognition Letters, vol. 57, 2015, pp. 52–59. 

5. S. Pigeon and L. Vandendorpe, “The M2VTS Multimodal Face Database (Release 
1.00),” Proc. First Int’l Conf. Audio-and Video-Based Biometric Person 
Authentication (AVBPA), 1997, pp. 403–409. 

6. Z. Akhtar et al., “Face Recognition under Ageing Effect: A Comparative Analysis,” 
Int’l Conf. Image Analysis and Processing (ICIAP), 2013, pp. 309–318. 

7. A. Sharma et al., “On Cross Spectral Periocular Recognition,” IEEE Int'l Conf. Image 
Processing (ICIP), 2014, pp. 5007–5011. 

8. O. Jesorsky, K.J. Kirchberg, and R.W. Frischholz, “Robust Face Detection Using the 
Hausdorff Distance,” Int’l Conf. Audio- and Video-Based Biometric Person 
Authentication (AVBPA), 2001, pp. 90–95. 

9. H. Proenca et al., “The UBIRIS.v2: A Database of Visible Wavelength Iris Images 
Captured On-the-Move and At-a-Distance,” IEEE Trans. Pattern Analysis and 
Machine Intelligence, vol. 32, no. 8, 2010, pp. 1529–1535. 

10. P.J. Phillips et al., “Overview of the Multiple Biometrics Grand Challenge,” Int’l Conf. 
Biometrics (ICB), 2009, pp. 705–714. 

11. H. Proenca and L.A. Alexandre, “UBIRIS: A Noisy Iris Image Database,” Int’l Conf. 
Image Analysis and Processing (ICIAP), 2005, pp. 970–977. 

12. M. Dobes et al., “Human Eye Localization Using the Modified Hough Transform,” 
Optik-Int’l J. Light and Electron Optics, vol. 117, no. 10, 2006, pp. 468–473. 

13. S. Barra et al., “Ubiquitous Iris Recognition by Means of Mobile Devices,” Pattern 
Recognition Letters, vol. 57, 2015, pp. 66–73. 

62May/June 2018 www.computer.org/itpro



  

 IT PROFESSIONAL 

14. T. Sim, S. Baker, and M. Bsat, “The CMU Pose, Illumination, and Expression 
Database,” Proc. Fifth IEEE Int’l Conf. Automatic Face and Gesture Recognition, 
2002; doi.org/10.1109/AFGR.2002.1004130. 

15. P.N. Bellhumer, J. Hespanha, and D. Kriegman, “Eigenfaces vs. Fisherfaces: 
Recognition Using Class Specific Linear Projection,” IEEE Trans. Pattern Analysis 
and Machine Intelligence, vol. 19, no. 7, 1997, pp. 711–720. 

16. A. Martinez and R. Benavente, The AR Face Database, technical report 24, CVC, 
1998. 

17. E. Barroso et al., “Periocular Recognition: How Much Facial Expressions Affect 
Performance?,” Pattern Analysis & Applications, vol. 19, no. 2, 2016, pp. 517–530. 

18. C.N. Padole and H. Proenca, “Compensating for Pose and Illumination in 
Unconstrained Periocular Biometrics,” Int’l J. Biometrics, vol. 5, no. 3/4, 2013, pp. 
336–359. 

19. A. Rattani et al., “ICIP 2016 Competition on Mobile Ocular Biometric Recognition,” 
IEEE Int’l Conf. Image Processing (ICIP), 2016, pp. 320–324. 

ABOUT THE AUTHORS  
Zahid Akhtar is a post-doctoral researcher with the INRS-EMT Center at the University of 
Quebec. His research interests include computer vision, pattern recognition, and image pro-
cessing with applications in biometrics, affective computing, security systems, and multime-
dia quality assessment. Akhtar received a PhD in electronic and computer engineering from 
the University of Cagliari. He is a member of the IEEE Signal Processing Society. Contact 
him at zahid.eltc@gmail.com. 

Gautam Kumar is pursuing a PhD in the Department of Computer Science and Engineering 
at the National Institute of Technology, Rourkela. His research interests include biometric 
security, image processing, and machine learning. Contact him at mrgautam15@gmail.com. 

Sambit Bakshi is an assistant professor at the Centre for Computer Vision and Pattern Recog-
nition in the Department of Computer Science and Engineering at the National Institute of 
Technology, Rourkela. His research interests include visual surveillance and biometric secu-
rity. Bakshi serves as an associate editor of Expert Systems, IEEE Access, PLOS One, Inno-
vations in Systems and Software Engineering: A NASA Journal, and International Journal of 
Biometrics. He received a PhD in computer science from the National Institute of Technol-
ogy, Rourkela. Bakshi is a member of the IEEE Computer Society Technical Committee on 
Pattern Analysis and Machine Intelligence. Contact him at sambitbaksi@gmail.com. 

Hugo Proenca is an associate professor in the Department of Computer Science at the Uni-
versity of Beira Interior. His research interests include biometrics and visual surveillance. 
Proenca received a PhD in informatics engineering from the University of Beira Interior. He 
is the coordinating editor of the IEEE Biometrics Council Newsletter and the area editor (oc-
ular biometrics) of the IEEE Biometrics Compendium. Proenca is a member of the editorial 
boards of Image and Vision Computing and International Journal of Biometrics and served 
as guest editor of special issues of Pattern Recognition Letters, Image and Vision Computing, 
and Signal, Image and Video Processing. Contact him at hugomcp@di.ubi.pt. 

 

 

 

63May/June 2018 www.computer.org/itpro



 

THEME ARTICLE: CYBERTHREATS AND SECURITY 

The Evolving Cyberthreat 
to Privacy 

Cyberthreats create unique risks for organizations 

and individuals, especially regarding breaches of 

personally identifiable information (PII). However, 

relatively little research has examined hacking’s 

distinct impact on privacy. The authors analyze cyber 

breaches of PII and found that they are significantly larger compared to other breaches, 

showing that past breaches are useful for predicting future breaches. 

The Internet is increasingly becoming a conduit for individuals’ personal and professional lives 
worldwide. This digital ecosystem often requires the transmission of personal information across 
secure and insecure networks, introducing novel information security and privacy issues and a 
complex chain of custody for personally identifiable information (PII). PII can be defined as “(1) 
any information that can be used to distinguish or trace an individual’s identity, such as name, 
social security number, date and place of birth, mother’s maiden name, or biometric records; and 
(2) any other information that is linked or linkable to an individual, such as medical, educational, 
financial, and employment information.”1  

The Internet exposes PII to an increasing number of threats across distinct information states: 
data at rest, data in motion, and data in use.2 Therefore, as organizations collect, process, and 
transmit more PII of customers, employees, or constituencies, they become more attractive tar-
gets for cybercriminals.3 The massive consumer base of some online service providers presents 
an unprecedented opportunity for malicious parties to perpetrate large-scale security breaches. 
For example, Yahoo has acknowledged that a breach in 2013 might have compromised as many 
as one billion user accounts.4 Even more recently, Equifax acknowledged a breach potentially 
affecting more than 100 million people in the US.5 Despite the risks, consumers conduct more 
and more of their daily lives over the Internet, from social media to email to e-commerce. The 
shift to Internet-enabled transactions in the US is clear: the growth of e-commerce sales are far 
outpacing that of traditional sales channels.6 This reality reflects the fact that US consumers are 
willing to assume privacy risks in exchange for the benefits of online engagement, based on an 
evaluation described as a kind of “privacy calculus.”7  

At the root of individuals’ privacy-related decisions is trust.8 However, even in the face of a data 
breach, many consumers’ online behavior choices appear rather sticky. For example, a recent 
survey found that 89 percent of customers chose to maintain their relationship with an organiza-
tion post-breach.9 One explanation is that incessant reportage of so-called “mega-breaches” and 
annual studies warning of increased hacking activity has led consumers to disengage due to 
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“breach fatigue.”10 Whatever the cause, consumers’ online choices might lead to what could be 
called a “non-virtuous cycle,” whereby individuals continue to put more PII at risk, leading to 
more opportunities for breach. 

In contrast to the seemingly weak market response to data breaches of individual consumers, in-
dustry reports indicate that organizations are increasingly concerned about cybersecurity.11 In 
fact, cybersecurity has become a top priority for many academicians, practitioners, and lawmak-
ers. For example, the US government announced the creation of a Cyber Threat Intelligence Inte-
gration Center in 2015.12 Despite this increased focus on cybersecurity, the 2016 presidential 
election was roiled with accusations of nation-state hacking and foreign influence.13 The implica-
tion is that cyberthreats are fundamentally changing the information security risk profile of or-
ganizations and even nations.14 In response, the cyberthreat vector is changing the way security 
professionals view security risk.  

In light of the complexity of cyberthreats to individuals’ PII, we contend that important research 
remains to be done to help clarify the full extent of the problem. For example, there is a tempta-
tion to relate the prevalence of hacking with the magnitude of exposures via hacking events. That 
is, a natural assumption might be to expect a greater instance of hacking to result in a greater 
number of records breached. However, cyberthreats are asymmetric: a large number of hacking 
events can result in the breach of only a few records, and a single hack can expose millions upon 
millions of records. This results in little or no relationship between these factors. Additionally, 
the term “hack” has become synonymous with “breach.” This is an important point because there 
are reasons to believe cyberthreats are unique to other breach types.15 Despite myriad headlines 
and high-profile breaches, relatively little research has examined the distinct impact of the threat 
of hacking on privacy. 

We take advantage of this opportunity and take a quantitative approach to explore cybersecurity 
risk. To assess the evolution and impact of cyberthreats to information security, we analyzed 
breaches from a well-known, trusted source of US breach data—the Privacy Rights Clearing-
house (PRC; www.privacyrights.org/data-breach)—over a five-year period. The PRC tracks 
losses of records containing PII in the US. As such, all breached records analyzed in this article 
represent a threat to privacy by including some form of PII.  

Specifically, we seek to answer the following research questions.  

• Do losses from cyberthreats differ from losses from other threat types? 
• Are the losses from cyberthreats worsening over time? 
• Are past cyberthreat breach distributions useful for predicting future distributions? 
• Is a cost model derived from multi-source data useful for estimating the cost of cyber-

threats?  

DO LOSSES FROM CYBERTHREATS DIFFER FROM 
LOSSES FROM OTHER THREAT TYPES? 
To help clarify the true impact of cyberthreats, we set out to establish whether hacking breaches 
differ from other breach types in terms of magnitude. As in the PRC dataset, hacks are breaches 
that result from outside party hacking or malware infection.  

The first step in determining the uniqueness of the hacking threat to other breach types is to ex-
amine their distribution. The raw distribution of breaches for both hacks and other breach types 
is heavily skewed, with a substantial share of reported events resulting in zero and very small 
losses. However, the extreme values point to the unique threat of the cyber channel with a maxi-
mum loss from a single event being eight times larger than the maximum loss of any single event 
from all other breach types (56 million compared to 7 million). 

There are a large number of breaches resulting in a loss of zero or an unknown number of rec-
ords. We simplified our analyses to events that resulted in known non-zero losses. As with previ-
ous researchers analyzing the full PRC dataset (not evaluating hacks separately), we found that 
the breach data is approximately lognormal.16, 17 Next, we performed an independent sample t-
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test, which affirmed that losses from hacks were more severe than losses from other threat vec-
tors [hacks: mean of ln(recs) = 8.58; other: mean of ln(recs) = 7.26; p = 0.000].  

These results support the assertion that cyberthreats are unique to other threats. Specifically, 
when compared to other breach types, hacks expose significantly more records per breach. This 
makes sense as intelligent hackers are looking for large pools of data and scale their hacking ef-
forts accordingly. Further, the cyber channel provides novel opportunities for thorough recon-
naissance campaigns and longer-duration breach events, as malicious parties often maintain 
access to victim networks for extended periods. There is no comparable vector to the cyber chan-
nel in terms of potential for loss. For example, another common threat vector—lost or stolen de-
vices—provides no such opportunity for long-term data exfiltration campaigns.  

ARE THE LOSSES FROM CYBERTHREATS 
WORSENING OVER TIME? 
Having established that cyberthreats result in larger-magnitude losses than other breach types, 
we next set out to determine whether the losses from the cyberthreat vector are worsening over 
time. To examine whether the threat has grown, we constructed a means test to examine differ-
ences in the geometric means in 2010 and 2014. We found that for the non-zero log-scaled rec-
ord distributions, the geometric mean shifted from 7.63 to 10.64 between 2010 and 2014. These 
results provide evidence that the threat curve is shifting over time. 

To help interpret this curve shift, we plotted the cumulative distribution functions (shown in Fig-
ure 1). Further illustrating the significance of the change from 2010 to 2014, we labeled the cu-
mulative probability of a non-zero record hacking breach exposing one million records 
(ln(records)  13.816). In 2010, 98.52 percent of non-zero record hacks exposed one million 
records or fewer. In 2014, the proportion of hack-related breaches exposing one million or fewer 
records was down to 84.26 percent (in other words, 15.74 percent of non-zero record hacks ex-
posed one million or more records).  

 
Figure 1. Hacked records per breach in 2010 and 2014. The hacking curve shifted to the right from 
2010 to 2014 with means of 7.633 ln(records) and 10.635 n(records), respectively. 
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ARE PAST BREACH DISTRIBUTIONS USEFUL FOR 
PREDICTING FUTURE DISTRIBUTIONS? 
Next, we set out to use our findings to predict future hacking distributions. We plotted the 
relationship between years and ln(records) from 2010 to 2014. To ascertain the degree to which a 
definable relationship explains the observed relationship between the number of records 
breached over time, we fitted the values to a polynomial regression equation. We found that the 
polynomial equation of quadratic form, 7.639 + 0.219x2  0.112x, explained 98.7 percent of the 
variance (R2 = 0.987) in the number of records breached (log scaled), where x is the time in years 
since 2010 (F = 78.34; p = 0.013). 

Extrapolating the linear relationship forward leads to an estimate of e12.554 for the geometric 
mean of non-zero hacks for 2015. Figure 2 depicts the 2015 point estimate for the geometric 
mean. 

 
Figure 2. Polynomial relationship of breaches from 2010 to 2014 with extrapolation to 2015. 

Because the variance was found to be equal across all five years from 2010 to 2014, to develop 
our predictive model we took the average standard deviation across these years as an estimate for 
the 2015 standard deviation (projected standard deviation = 3.1616) and used the average 95 per-
cent confidence interval across these as well (projected upper limit = 13.49; projected lower limit 
= 11.62). With estimates for mean and standard deviation, we constructed the projected cumula-
tive distribution function (CDF) for 2015 and compared it with the actual 2015 CDF to examine 
the usefulness of our approach.  

Given our discovery of actual mean, standard deviation, and distributional assumption of the 
2015 breach data, we constructed the predicted and actual CDFs based on our projections and the 
actual data. As shown in Figure 3, the projected and actual CDFs were extremely similar. In fact, 
the model developed using data from 2010 to 2014 provided an almost perfect prediction of the 
cumulative probability of losses involving greater than one million records with approximately 
34 percent of non-zero record breach events containing one million or more records.  

We concluded that extrapolating the identified positive relationship among years and records per 
breach for 2010 to 2014 produced a fairly reliable estimate of records per breach for 2015.  
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Figure 3. Projected 2015 cumulative distribution function. Projected: mean = 12.554, standard 
deviation = 3.162; actual: mean = 12.153, standard deviation = 4.089. 

IS A COST MODEL DERIVED FROM MULTI-SOURCE 
DATA USEFUL FOR ESTIMATING THE COST OF 
CYBERTHREATS? 
There have been several high-profile estimates of the cost of a data breach ranging from hun-
dreds of dollars per record11 to fractional dollars per record.18 The distinction among these has 
largely been their generalizability across breach size. For example, Ponemon reports that their 
estimate of $208 per record is not applicable for data breaches over 100,000 records. However, 
according to our analyses, in 2015 roughly 34.5 percent of non-zero 
record breaches involved one million or more records.  

A primary shortcoming of a dollar-per-record metric is that it ignores 
any economy-of-scale advantage an organization might gain from a 
large breach. That is, the marginal cost of additional records in re-
sponse to a data breach is a decreasing function. The cost curve is par-
ticularly flat for marginal records in a very large data breach. For 
example, the total cost to remediate 50 million records and 50.1 mil-
lion records will be more similar than the cost to remediate 100,000 
records and 200,000 records despite a raw difference of 100,000 rec-
ords in both instances. This is because there is a mix of fixed and vari-
able costs associated with breach mitigation. Fixed costs are those that 
are relatively stable across varying numbers of records breached and 
include cost categories such as incident response team, public rela-
tions, and digital forensics. Variable costs are those that directly or in-
directly fluctuate with the number of records lost, such as the cost to 
provide identity theft protection for each breach victim.  

Based on assessment of thousands of confirmed breaches and tens of thousands of security inci-
dences, analysts at Verizon published a cost-curve estimate to help explain the true cost of 
breach response accounting for the breach size.18 They found that the relationship between 
breach size and response cost follows a log-log linear relationship. In other words, the relation-
ship between response cost and records breached is a power function. Table 1 and Figure 4 show 
the Verizon breach cost estimates.  

In 2015, roughly 34.5 

percent of non-zero 

record breaches 

involved one million 

or more records. 
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Table 1. Verizon breach cost estimates. 

Records breached Low average Expected value High average 

100                   raw $18,120 $25,450 $35,730 

                           ln $9.80 $10.14 $10.48 

1,000                raw $52,260 $67,480 $87,140 

                            ln $10.86 $11.12 $11.38 

10,000              raw $143,360 $178,960 $223,400 

                            ln $11.87 $12.09 $12.32 

100,000            raw $366,500 $474,600 $614,600 

                            ln $12.81 $13.07 $13.33 

1 million            raw $892,400 $1,258,670 $1,775,350 

                            ln $13.70 $14.05 $14.39 

10 million          raw $2,125,900 $3,338,020 $5,241,300 

                            ln $14.57 $15.02 $15.47 

100 million        raw $5,016,200 $8,852,540 $15,622,700 

                            ln $15.43 $16.00 $16.56 

 
Figure 4. Verizon breach cost estimates. 

Deriving the cost function shown in Figure 4 yields y = 3618x0.4236 (R2 = 1.0), where y is the cost 
estimate (in raw dollars) and x is the (raw) number of records breached. Therefore, the log-log 
relationship can also be written as the linear function y = 0.4236x + 8.1938, where y is ln(cost) 
and x is ln(records). Adding the error term to our previous cost function results in a cost model 
of the form y = 0.4236x + 8.1938 + , where y is ln(cost) and x is ln(records) max of x = 18.683; 
[observed overall maximum in the PRC dataset]; min of x’ = 0.69 [observed overall minimum in 
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the PRC dataset], and  is the ln(cost variance) [  = 0;  = 0.178]. Table 2 affirms that our proce-
dure provides cost estimates in line with the Verizon data. 

Table 2. Simulated cost estimates. 

Records Size Minimum Mean Maximum 

100 (±0.5) n=21 $18,564.38 $25,241.88 $32,630.41 

1,000 (±1) n=18 $53,852.28 $72,998.20 $96,374.80 

10,000 (±10) n=24 $125,847.00 $165,034.97 $252,470.13 

100,000 (±100) n=29 $286,184.29 $454,642.24 $698,069.66 

1,000,000 
(±1,000) 

n=11 $898,846.81 $1,221,412.41 $1,584,211.05 

10,000,000 
(±10,0000) 

n=29 $2,258,982.48 $3,313,083.69 $4,745,512.73 

100,000,000 
(±100,0000) 

n=1 $9,241,390.96 $9,241,390.96 $9,241,390.96 

Cost of Hacking 
Based on our derived cost model and the CDF of non-zero record hacks, we examined the cost of 
hacking incidents for 2014, 2015, and our projected 2015 estimates from above. To do this, we 
applied a Monte Carlo approach to simulate three datasets of 100,000 observations based on our 
derived breach distributions and the cost model. We generated three sets of simulated breach 
costs in the form y = 0.4236xabb’ + 8.1938 + , where y is ln(cost), x is ln(records), and  is the 
cost variance (  = 0;  = 0.178) [xa = 2014actual; xb = 2015actual; xb’ = 2015Projected; max of xabb’ = 
18.683[observed overall maximum in the PRC dataset]; min of xabb’ = 
0.69[observed overall minimum in the PRC dataset].  

The resulting estimate for the average cost per breached record for 
2014 is $0.44, which is more in line with the Verizon average for the 
2014 breach cost at $0.58 per record than other estimates that did not 
include breaches of magnitude greater than 100,000 records. There-
fore, we believe that our computed average loss per record indicates 
that the distribution of records per breach drawn from the PRC dataset 
is roughly generalizable across the distinct Verizon breach dataset. 
This is a very important point because our procedure provides a way 
to compare the distribution of the datasets indirectly by assessing their 
resulting cost estimates.  

In summary, by applying a cost function derived from the Verizon da-
taset, we produced similar cost estimates for the PRC data (for exam-
ple, $0.44 per record versus $0.58 per record for 2014). 

CONCLUSION 
Our investigation into the cyberthreat channel has several important implications for both re-
searchers and practitioners. Specifically, we examined five research questions that help clarify 
the impact of the cyberthreat vector. First, we found that the losses from hacking are signifi-
cantly higher than other breach types. Organizations seeking to quantify risk must be able to ap-
propriately segment cyber-risk from other information risk types.15 Second, we found that losses 
from hacking events appear to be worsening over time. Third, we were able to predict the higher 
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losses associated with cyberthreat vectors in 2015 through a relatively simple quantitative model. 
Finally, our cost model based on Verizon cost data produced similar cost-per-record estimates 
when applied to the PRC dataset. 

Cyberthreats create unique risks for organizations and individuals. Attempts to quantify security 
risks should carefully consider the differences among risks posed by cyberthreats and other 
breach vectors. Our results show that although the potential and actual losses to cyberthreats 
seem like a study of unpredictable extremes, the fallout of cybersecurity becomes more manage-
able when taken in pools. It is important for researchers to continually develop and evaluate 
quantitative models that help explain and predict changes in the cybersecurity ecosystem.  
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FEATURE ARTICLE: PRIVACY VIOLATIONS IN BIG DATA SYSTEMS 

Understanding Privacy 
Violations in Big Data 
Systems 

Big data systems have been instrumental in solving 

computational problems for business intelligence and 

predictive analysis. Despite this, they exhibit serious 

concerns for user privacy. The authors provide an 

overview of privacy in the context of big data, 

categorizing four types of existing privacy violations in 

big data systems and assessing the strengths and weaknesses of their protection 

techniques. They also provide measures that can be taken to strengthen users’ privacy. 

Big data applications have helped analyze and solve many data-science problems for businesses 
and governments alike. Governments have used big data applications to identify criminals, detect 
terrorist activities, and enhance citizen services. For example, in a smart city, vehicle movement 
can be tracked through sensors to determine volumes and patterns of traffic.1 This information 
can then be linked with vehicle owner information to determine the relationships between age 
groups and their travel times and locations. This analysis can then be used for improved city 
planning. 

Similarly, corporate organizations use big data to improve the customer experience, generate 
revenue, and provide cost-effective solutions. For example, a department store can keep track of 
customer spending and determine relevancy between types of products purchased at the store and 
their relationship to customers’ age groups. The store can then focus on popular items that will 
increase sales. 

Despite these benefits, there are increasing concerns that the information collected by govern-
ment agencies and corporate organizations can lead to leakage of private and confidential infor-
mation.  

This article analyzes big data privacy threats and violations. Based on a review of the literature, 
we categorize these violations into four types. We also explain the effectiveness and limitations 
of existing solutions and suggest methods for improving privacy. 
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BACKGROUND: UNDERSTANDING BIG DATA AND 
PRIVACY 
From social networks to financial transactions and shopping records, a large amount of data is 
consistently being collected, integrated, and analyzed. Data analysis is extremely useful for fore-
casting and predictions, but it has also led to increased concerns about and violations of privacy.   

Broadly speaking, a privacy violation is an undesired leakage, exposure, or inference of private 
or confidential information. Big data systems are susceptible to privacy violations primarily be-
cause of their large and continually growing datasets. As more data becomes available, a user’s 
confidential information can be collected directly from a single source or be gathered indirectly 
through meticulous linking of data from multiple sources.2   

An email provider might automatically scan emails from users to infer confidential information, 
and a user might agree to the provider’s privacy terms without realizing that her emails are being 
analyzed. This is an example of a direct violation. In contrast, if data from the user’s emails is 
linked with the user’s data from another source, such as web search, then more information about 
the same user can be assessed. This is an example of an indirect violation.  

TYPES OF PRIVACY VIOLATIONS IN BIG DATA 
SYSTEMS 
Based on a literature survey, we categorized possible privacy violations in big data systems into 
four types: tracking by government, information collection by service providers, re-identification 
attacks, and data breaches. Table 1 summarizes these privacy violations along with examples and 
real-life incidents. 

Table 1. Categories of privacy violations. 

Type Description Examples/real-life incidents 

Tracking by 
government 

Governments run sur-
veillance programs to 
improve security. They 
can collect confidential 
information through 
multiple means. 

PRISM: For intelligence purposes, the US 
government collects data from major ser-
vice providers.3 
Monitoring: City governments collect data 
for improved services such as traffic moni-
toring.1 

Information 
collection by 
service provid-
ers 

A service provider can 
collect and use a 
user’s private data. 
Note that privacy can 
be violated uninten-
tionally. 

Auto scan: Email messages or posts from 
social network websites are scanned to 
display relevant advertisements.  
Accidental sharing of Google documents: 
Google accidentally shared user docu-
ments with other users. 
 

Re-identifica-
tion attacks 

Individuals can be 
identified through cor-
relation of big data 
sets.   

Data correlation: Confidential information 
about a governor was identified by linking 
medical insurance records and a voter reg-
istration database.4 

74May/June 2018 www.computer.org/itpro



 

 PRIVACY VIOLATIONS IN BIG DATA SYSTEMS 

Data breaches A data source can be 
hacked, leading to ex-
posure of private data.  

Ashley Madison: A dating website was 
hacked and confidential information was 
made public.  
Talk Talk: Personal details of almost 
157,000 customers of the UK's major tele-
com provider were leaked. 
Experian: Hackers stole private data such 
as social security numbers and passport 
numbers. 
Target: Private credit card information was 
stolen through point of sales terminals at 
Target stores. 

Tracking by Governments 
Governments execute monitoring and surveillance programs for multiple reasons, including de-
tecting traffic violations for implementing traffic laws and executing surveillance programs for 
enhancing national security and identifying anti-state elements. The information collected can be 
used to determine confidential user information.1 Although tracking by the government is opera-
tional in many countries to offer valuable citizen services, it also carries the potential of violating 
citizens’ privacy. 

Information Collection by Service Providers 
Service providers track user patterns for improved business models, leading to increased profits 
and enhanced user experiences. An email provider might auto-scan users’ emails to display rele-
vant advertisements. In return, users receive a free email service. For instance, Google states that 
it scans users’ emails for “virus and spam protection, spell check, relevant search results, and 
features such as priority inbox and auto-detection of calendar events.”5 Similar trends also exist 
for other service providers such as Facebook, Twitter, and Microsoft. Service providers can uti-
lize tracked information to generate user profiles and assess other confidential information. In 
agreeing to the providers’ privacy terms and conditions, users often do not realize the extent of 
the information that can be collected and utilized to infer confidential data.5  

Re-identification Attacks 
Re-identification attacks occur in public anonymous datasets. Any information that distinguishes 
one person from another can be used for re-identifying anonymous data.6 These datasets could 
have been published for social, personal, or research purposes.  

A re-identification attack happens when the anonymity of data is compromised through the pro-
cess of re-identification. An attacker could have personal or financial goals for a re-identification 
attack. An example is the Netflix incident in 2007, where it published anonymous data from its 
customers with the goal of improving its recommendation system. To protect the privacy of its 
customers, all the personal information was obfuscated. However, it was shown that confidential 
information from the Netflix dataset could partially be revealed by using the date of the rating 
and IMDB (the Internet Movie Database).2 Similarly, in 2006, a re-identification attack exposed 
the identities of users from an anonymous dataset published by AOL.7 

There are three different types of re-identification attacks.8  

1. Correlation attack. This occurs when an adversary can correlate different datasets to 
obtain a more distinct and cohesive set of database records. A distinguishing feature of 
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a correlation attack is that information about a specific individual is not obtained; ra-
ther, it can contain sensitive information about a set of records. The attack used in the 
Netflix dataset is an example of a correlation attack.2  

2. Arbitrary identification attack. The objective here is to relate at least one data entry in 
an accumulated dataset to the identity of a particular individual, with an adequate level 
of likelihood. This leads to learning all anonymously released information about that 
individual. The AOL privacy breach7 is an example of this kind of attack, in which an-
alyzing the anonymized dataset resulted in the identification of specific users. 

3. Target identification attack. The objective of this type of attack is to target a specific 
individual. It succeeds only if it can link some dataset records to the identity of an indi-
vidual, with an adequate level of likelihood. The confidential information revealed 
about Governor William Weld (see Table 1) is an example of such an attack.4 

Although we have described re-identification attacks on public anonymous datasets, re-identifi-
cation is also performed on information collected by governments and service providers. 

Data Breaches  
A data breach is defined as the compromise of security that leads to the accidental or unlawful 
destruction, loss, alteration, unauthorized disclosure of or access to 
protected data transmitted, stored, or otherwise processed.9 

There are various causes of data breaches, ranging from insider threats 
to malware and misconfigured networks.10 As mentioned in Table 1, 
the Ashley Madison incident is suspected to be an insider job, whereas 
the Target breach occurred because of malware-exploiting configura-
tion issues in the network. Malware-based attacks and impersonation 
of the organization have been the biggest contributors to data breach 
incidents.11 Other attacks such as SQL injection, physical theft, and 
privilege escalation are also possible.  

Financial systems and public datasets have been the biggest victims of 
data theft. This is understandable as data theft from such systems is 
likely to have the biggest impact.10 Stolen data can be sold to the black 
market and used for fake IDs.  

Similar to the context of re-identification attacks, data breach attacks 
can have different motives. They can be launched arbitrarily to acquire 
random information, or they could be initiated for a specific target to 
collect information on an explicit entity or organization.   

Of the four types of privacy violations, the first two (tracking by government and information 
collection by service providers) are often protected through laws and privacy policies. However, 
concerns exist about the limits, restrictions, and legality of data collection and information re-
trieval through these means.  

PRIVACY PROTECTION SOLUTIONS AND THEIR 
LIMITATIONS 
The foremost requirement of enhancing user privacy is the existence of laws that can protect user 
privacy. This is followed by privacy-preserving and data-anonymity techniques. In addition, 
physical and security measures should be employed to prevent data theft. Note that these solu-
tions are related. For instance, strong laws can enforce providers to implement measures to pro-
tect against data breaches. 

The foremost 

requirement of 

enhancing user 

privacy is the 

existence of laws 

that can protect 

user privacy. 
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Privacy Laws and Regulations 
Laws have been instrumental in preserving privacy, as they can control government tracking and 
limit reading, analyzing, or publishing users’ private data. Laws can also require service provid-
ers to implement proper mechanisms to ensure data secrecy and prevent data theft.  Furthermore, 
laws can require service providers to incorporate privacy by design—building privacy mecha-
nisms in during the process of design and development.12  

Tangible laws to preserve and protect privacy are still evolving. National security has always 
been given the highest precedence and is considered the first priority. Governments collect pri-
vate information with the promise of improved security3 and enhanced services for their citi-
zens.1 However, this raises important privacy concerns related to the 
extent of private data collection and the intent of its usage.  

PRISM3 allows the US government to track and access customer data 
directly from service providers. Similarly, under the Phone Metadata 
Program, telecommunication providers deliver customer metadata to 
government agencies and Internet providers. In addition, governments 
can demand that providers bypass privacy and security measures and 
provide access to confidential information. In the case of United States 
v. Lavabit,13 the US government demanded Lavabit’s private keys to 
retrieve information about Edward Snowden. Handing the private key 
to the government means compromising the security of every user. In 
this case, the government compromised the privacy of more than 
400,000 Lavabit account holders to track Snowden’s account. 

Although governments have been able to collect information from cor-
porate organizations, there are a few instances where service providers 
have refused to share their customers’ confidential information. For 
instance, Apple would not share confidential information with the FBI 
about a gunman who was involved in a shooting in California.14   

Service providers publish their data usage and privacy policies, which 
grant rights to service providers for sharing user information with third parties and governments. 
Consequently, users have limited options when selecting service providers that safeguard their 
privacy. Many users remain ignorant about privacy and data-sharing policies. In response to this, 
the European Union (EU) has passed General Data Protection Regulation (GDPR), which regu-
lates the control and export of data originating from the EU.12 Violating GDPR will result in 
massive fines. 

Cyber laws also exist to prevent data theft incidents. These laws require service providers to be 
more accountable for storing and collecting confidential information. In the case of data breach 
incidents, service providers are fined by the government and are asked to financially compensate 
victims. 

Privacy-Preserving and Data-Anonymization Techniques 
Anonymization techniques can be employed to preserve privacy. For instance, Tor provides ano-
nymity on the Internet by routing TCP-based traffic through an overlay network consisting of 
volunteers.15 Similarly, WhatsApp promises privacy protection through end-to-end encryption. 
Although such mechanisms are effective in improving anonymity, their usage remains limited. 
Furthermore, it remains unclear how much confidential information can be provided to the gov-
ernment upon request by law. 

For public datasets, confidential information can be anonymized in several ways. A dataset has 
some quasi-identifiers (QIDs), which are used to identify individual data items. QID attributes 
are released to the public, whereas sensitive attributes are hidden and kept confidential. How-
ever, sensitive information can be identified by integrating the publicly available dataset with 
some external sources. Table 2 explains a few of the important techniques for providing anonym-
ity in public datasets. These techniques are listed in the increasing order of their strength in safe-
guarding users’ privacy. Note that increased privacy protection can reduce the utility of the 

Laws can require 

service providers to 

implement proper 

mechanisms to 

ensure data 

secrecy and 

prevent data theft.   
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published data. Therefore, it is important to seek a good balance between privacy and data utility 
when assessing these data-anonymization techniques. 

Table 2. Data-anonymization techniques. 

Anonymity 
scheme 

Description Weakness/attack 

K-anonym-
ity 

At least k number of re-
dundant quasi-identifiers 
(QIDs) in the dataset; 
provides anonymity for 
k 1 individuals.16 

Homogeneity attack: If sensitive information 
is homogenous across each record, confi-
dentiality can be compromised. 
Background attack: With background 
knowledge about an individual, sensitive in-
formation can be identified.  

L-diversity Distribution of a sensitive 
attribute in each equiva-
lence class has at least 1 
“well-represented” 
value.16 

Similarity attack: An adversary can deter-
mine likely possibilities of sensitive infor-
mation.    
Skewness attack: Sensitive information can 
be identified in specific parts of data, as dis-
tribution of the sensitive information in the 
target data is significantly different than the 
sensitive information in the remainder of the 
data. 

T-closeness The frequency distribu-
tion of sensitive attrib-
utes within each 
equivalence class should 
be “close” (t-close, where 
t is a fixed threshold 
value) to their distribution 
of the sensitive attributes 
in the entire dataset.17 

Lacks computational procedures to reach t-
closeness with minimum data utility loss. 
That is, data utility loss is likely when 
achieving for t-closeness.  

Differential 
privacy 

Aims to limit the disclo-
sure of sensitive data by 
limiting the impact of 
each individual in the an-
swered query. This is 
achieved by adding ap-
propriately chosen 
noises (for example, La-
place mechanism and 
geometric mechanism) to 
the aggregate results.17 

Improper disclosure of the original data can 
cause data breaches. For instance, this 
technique protects individuals’ privacy by 
adding sufficient noise to the query result; 
however, the original data still resides at the 
server, where it is vulnerable to data 
breaches. 

Cybersecurity Measures to Prevent Data Breaches  
Cyber-defense systems can employ multiple cohesive measures to prevent data breaches.18 Phys-
ical security of servers that store and process data is of utmost importance. Espionage systems 
such as honeypots and prevention mechanisms such as firewalls are used to enhance data secu-
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rity. Access logs and alert systems are also used to detect malicious activity. Furthermore, en-
cryption mechanisms are employed for communication and data storage. However, despite these 
measures, data breach incidents continue to be frequent and impactful, and cybercriminals have 
been able to find new avenues for attacks.12   

SUGGESTIONS FOR RESTRICTING PRIVACY 
VIOLATIONS 
There are limited options in restricting privacy violations stemming from governments and ser-
vice providers. These types of privacy violations appear to occur for the betterment of service, 
and in general, users compromise their privacy for them. However, re-identification attacks and 
data breach incidents can be extremely harmful.   

Figure 1 illustrates a proposed model for limiting privacy violations and shows four types of pri-
vacy violations along with the role of different entities in limiting their effects. The double-sided 
arrows between different entities highlight greater cooperation among them, and the single-sided 
arrows signify the role of a specific mechanism in limiting a particular type of privacy violation.  

 
Figure 1. Model for improving privacy.  

In a bigger context, public awareness about privacy is limited. The foremost requirement for 
avoiding privacy violations is to increase public awareness and highlight mechanisms to restrict 
access to confidential information. For this purpose, feedback-awareness tools can be incorpo-
rated. For instance, such tools can be useful for social networks where unwarranted photographs 
can be added by friends.19 User-friendly laws can restrict collection of confidential information 
by service providers and governments. Laws should also be formulated to ensure privacy by de-
sign instead of privacy by choice. The roles of civil society and government are important, both 
in framing laws and spreading awareness. Civil society can also play a role in spreading social 
ethics for privacy preservation.   

Strict standards are needed to ensure that confidential information is stored with enhanced secu-
rity. In the case of a data breach incident, service providers should immediately inform victims. 
Governments should also frame laws so that organizations realize the importance of protecting 
private data.  
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The role of computer scientists is also important. They should strive to make big data storage 
systems more secure. This should be done by strengthening cyber-defense systems11 and by pro-
posing efficient methods for encryption and storage. Intrusion detection and prevention should 
be enhanced to limit data breach incidents. Furthermore, data access mechanisms need to be 
standardized to ensure authorization. This is challenging due to heterogeneity in storage mecha-
nism for big data systems.  

The research community should also focus on utilizing semantic web mechanisms such as data 
provenance and linkage to specify individual-specific privacy policies and to detect undesired 
inferences of data.20 Anonymization techniques should be improved to reduce the effects of re-
identification. Finally, governments should support research and development activities to pro-
mote innovation and standardization. 

CONCLUSION 
Although the importance of big data systems has been established for analytics and prediction, it 
is imperative that methods be adopted to preserve and protect confidential information in big 
data systems. Substantial and cohesive efforts are needed to achieve this important goal.  
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